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Abstract. We establish that the linearized strains in curvilinear coordinates as-

sociated with a given displacement field necessarily satisfy “Saint Venant equations

in curvilinear coordinates”. Furthermore, we show that these equations are also

sufficient, in the following sense: If a symmetric matrix field defined over a simply-

connected open set satisfies the Saint Venant equations in curvilinear coordinates,

then its coefficients are the linearized strains associated with a displacement field.

In addition, our proof provides an explicit algorithm for recovering such a displace-

ment field from its linear strains in curvilinear coordinates. This algorithm may

be viewed as the linear counterpart of the reconstruction of an immersion from a

given flat Riemannian metric.

Résumé. On établit que le tenseur linéarisé des déformations en coordonnées

curvilignes associé à un champ de déplacements donné vérifie nécessairement des

“equations de Saint Venant en coordonnées curvilignes”. On démontre ensuite que

ces équations sont aussi suffisantes, dans le sens suivant: Si un champ de matrices

symétriques satisfait les equations de Saint Venant en coordonnées curvilignes dans

ouvert simplement connexe, alors il est le tenseur linéarisé des déformations associé

à un champ de déplacements. De plus, la preuve fournit un algorithme explicit pour

la reconstruction d’un tel champ de déplacements à partir de son tenseur linéarisé

des déformations en coordonnées curvilignes. Cet algorithme peut être vu comme

une version linéarisée de la reconstruction d’une immersion à partir d’une métrique

riemannienne de courbure nulle.
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1. Introduction

All the notations used, but not defined, here are defined in the next
sections.

It is well known in differential geometry that a flat Riemannian space
can be isometrically immersed, at least locally, in the Euclidean space with
the same dimension. For instance, if Ω ⊂ R

3 is a simply-connected domain
endowed with a flat Riemannian metric (gij) of class C2 in Ω, then there
exists an immersion Θ : Ω → R

3 of class C3 in Ω such that

gij = ∂iΘ · ∂jΘ in Ω.

The assumption that the metric (gij) is flat means that its Riemannian
curvature tensor vanishes in Ω, i.e., that

Rtkij := gtℓ

(

∂iΓ
ℓ
jk − ∂jΓ

ℓ
ik + Γt

jkΓ
ℓ
it − Γt

ikΓ
ℓ
jt

)

= 0 in Ω,

where

Γℓ
jk :=

1

2
gℓt(∂jgtk + ∂kgtj − ∂tgjk)

denote the Christoffel symbols associated with the metric (gij).
The above immersion Θ is recovered from the metric (gij) by first solving

the system

∂igj = Γk
ijgk in Ω,

with unknowns gj ∈ C2(Ω; R3), then by solving the system

∂iΘ = gi in Ω.

The mapping Θ ∈ C3(Ω; R3) found in this fashion is the sought immersion.
Note that the first system above has solutions because the Riemannian cur-
vature tensor vanishes in Ω and that the second system above has solutions
because the Christoffel symbols satisfy Γℓ

jk = Γℓ
kj .

Our objective here is to establish an infinitesimal version of this result.
More specifically, let there be given a simply-connected domain Ω ⊂ R

3

and let (eij) : Ω → S
3 be a symmetric matrix field of class C2 in Ω (this

regularity assumption, chosen here for simplicity, will be weakened in the
next sections). Then we show that if the matrix field (eij) satisfies the “Saint
Venant equations in curvilinear coordinates”, viz.,

Rlin
tkij := eki‖jt + etj‖ik − ekj‖it − eti‖jk = 0 in Ω,

then there exists a vector field v : Ω → R
3 of class C3 such that

eij =
1

2
(∂iv · gj + gi · ∂jv) in Ω.

The notation eij‖kt, as well as the notation eij‖k below, respectively denote
the second and the first covariant derivatives of the matrix field (eij) (see
Section 3 for their explicit expressions).
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The recovery of the vector field v from the matrix field (eij) is obtained
by first solving the system

aij‖k = ekj‖i − eki‖j in Ω,

where the unknown is an antisymmetric matrix field (aij) ∈ C2(Ω; A3), then
by solving the system

∂iv = (eij + aij)g
j in Ω.

The vector field v ∈ C3(Ω; R3) found in this fashion has the desired prop-
erties. Note that the first system above has solutions because the Saint
Venant equations are satisfied and that the second system above has solu-
tions because the matrix fields (eij) and (aij) are respectively symmetric
and antisymmetric.

This last result may be viewed as an infinitesimal version of the former
because the left-hand side of the Saint Venant equations is the linearized
part with respect to v of the Riemann curvature tensor associated with the
immersion (Θ + v).

The Saint Venant equations derived here in curvilinear coordinates gener-
alize the classical Saint Venant equations in Cartesian coordinates (see, e.g.,
[2]). In this respect, note that these equations have been likewise extended
to “Sant Venant equations on a surface”; see [5].

2. Notations and other preliminaries

Latin indices and exponents vary in the set {1, 2, 3} and the summation
convention with respect to repeated indices and exponents is systematically
used in conjunction with this rule.

All spaces, matrices, etc., are real. The Kronecker symbol is denoted δj
i .

The symbols M
3, A

3, S
3, and S

3
> respectively designate the sets of all square

matrices of order three, of all antisymmetric matrices of order three, of all
symmetric matrices of order three, and of all positive-definite symmetric
matrices of order three.

The Euclidean inner product of u, v ∈ R
3 and the Euclidean norm of

u ∈ R
3 are denoted by u · v and |u|. The notation (tij) designates the

matrix of M
3 with tij as its elements, the first index i being the row index.

The inner-product of two matrices (sij) ∈ M
3 and (tij) ∈ M

3 is
∑

ij sijtij .

The spectral norm of a matrix A ∈ M
3 is

|A| := sup{|Av|; v ∈ R
n, |v| ≤ 1}.

The notation f |U designates the restriction to a set U of a function f , the
notation iU designates the identity mapping of the set U .

Let Ω be an open subset of R
3. The coordinates of a point x ∈ Ω are

denoted xi. Partial derivative operators of order m ≥ 1 are denoted

∂α :=
∂|α|

∂xα1

1 ∂xα2

2 ∂xα3

3
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where α = (αi) is a multi-index satisfying |α| := α1 + α2 + α3 = m. Partial
derivative operators of the first, second, and third order are also denoted
∂i := ∂/∂xi, ∂ij := ∂2/∂xi∂xj , and ∂ijk := ∂3/∂xi∂xj∂xk.

The space of all continuous functions from a subset X ⊂ R
3 into a normed

space Y is denoted C0(X; Y ), or simply C0(X) if Y = R. For any integer
m ≥ 1, the space of all real-valued functions that are m times continuously
differentiable in Ω is denoted Cm(Ω).

The space Cm(Ω), m ≥ 1, is defined as that consisting of all vector-valued
functions f ∈ C1(Ω) that, together with their partial derivatives of order
≤ m, possess continuous extentions to the closure Ω of Ω. If Ω is bounded,
then the space Cm(Ω) equipped with the norm

‖f‖Cm(Ω) := max
|α|≤m

(

sup
x∈Ω

|∂αf(x)|
)

is a Banach space. Similar definitions hold for the spaces Cm(Ω; R3), Cm(Ω; S3),
etc.

The Lebesgue and Sobolev spaces Lp(Ω; Y ) and Wm,p(Ω; Y ), where m ≥ 1
is an integer, p ≥ 1, and Y is one of the spaces R, R

3, or S
3, are respectively

equipped with the norms

‖f‖Lp(Ω;Y ) :=

{
∫

Ω
|f(x)|pdx

}1/p

and

‖f‖W m,p(Ω;Y ) :=
{

∫

Ω

(

|f(x)|p +
∑

|α|≤m

|∂αf(x)|p
)

dx
}1/p

.

We also use the notations Wm,p(Ω) := Wm,p(Ω; R) and Hm(Ω; Y ) := Wm,2(Ω; Y ).
The space Wm,p

loc (Ω; Y ) is the space of all mesurable functions such that

f ∈ Wm,p(U ; Y ) for all bounded open sets U that satisfy U ⊂ Ω.
The space of all indefinitely derivable functions ϕ : Ω → R with compact

support included in Ω is denoted D(Ω) and the space of all distributions
over Ω is denoted D′(Ω). The closure of D(Ω) in Hm(Ω) is denoted Hm

0 (Ω).
Similar definitions hold for the spaces Hm

0 (Ω; R3), Hm
0 (Ω; S3), etc. The

dual of the space Hm
0 (Ω) is denoted H−m(Ω) and the corresponding duality

pairing is denoted < ·, · >.
We conclude this section with the following technical result.

Lemma 1. Let Ω be an open subset of R
3.

a) If f ∈ C1(Ω) and χ ∈ H−1(Ω), then the mapping

ϕ ∈ H1
0 (Ω) 7→< χ, fϕ >∈ R

belongs to H−1(Ω) and is denoted fχ.
b) If f ∈ C2(Ω) and χ ∈ H−2(Ω), then the mapping

ϕ ∈ H2
0 (Ω) 7→< χ, fϕ >∈ R

belongs to H−2(Ω) and is denoted fχ.
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Proof. We only need to prove the continuity of the mappings defined in the
lemma. If f ∈ C1(Ω) and χ ∈ H−1(Ω), then there exists a constant C1 such
that

| < χ, fϕ > | ≤ ‖χ‖H−1(Ω)‖fϕ‖H1(Ω) ≤ C1‖χ‖H−1(Ω)‖f‖C1(Ω)‖ϕ‖H1(Ω)

for all ϕ ∈ H1
0 (Ω). This means that fχ ∈ H−1(Ω).

Likewise, if f ∈ C2(Ω) and χ ∈ H−2(Ω), then there exists a constant C2

such that

| < χ, fϕ > | ≤ ‖χ‖H−2(Ω)‖fϕ‖H2(Ω) ≤ C2‖χ‖H−2(Ω)‖f‖C2(Ω)‖ϕ‖H2(Ω)

for all ϕ ∈ H2
0 (Ω). This means that fχ ∈ H−2(Ω).

¤

Remark. In other words, this lemma asserts that if f ∈ C1(Ω) and
χ ∈ H−1(Ω), then the product fχ is well defined as an element of H−1(Ω);
and likewise, if f ∈ C2(Ω) and χ ∈ H−2(Ω), then the product fχ is well
defined as an element of H−2(Ω). ¤

3. Curvilinear coordinates and covariant derivatives

A mapping Θ ∈ C1(Ω; R3) is an immersion if the vectors ∂iΘ(x) are
linearly independent at all points x ∈ Ω.

Let Ω be an open subset of R
3 and let there be given an immersion

Θ ∈ C3(Ω; R3). Then the invariance of domain theorem shows that the
image Θ(Ω) is an open set, thus a three-dimensional manifold immersed in
R

3. For each x ∈ Ω, the vectors

gi(x) := ∂iΘ(x)

form a basis in the tangent space, identified here with R
3, to the manifold

Θ(Ω) at the point Θ(x). The vector fields gj , defined by

gi(x) · gj(x) = δj
i for all x ∈ Ω,

form the dual basis of the basis formed by the vector fields gi.
The manifold Θ(Ω) being naturally endowed with the Euclidean met-

ric inherited from the surrounding space R
3, the immersion Θ induces a

Riemannian metric on Ω, defined by its covariant components

gij(x) = gi(x) · gj(x) for all x ∈ Ω.

The contravariant components of this metric are defined by

gkℓ(x) = gk(x) · gℓ(x),

or equivalently, by (gkℓ(x) = (gij(x))−1 for all x ∈ Ω. In turn, this met-
ric induces the Levi-Civita connection in the manifold Ω, defined by the
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Christoffel symbols

Γk
ij :=

1

2
gkℓ (∂igjℓ + ∂jgiℓ − ∂ℓgij) in Ω.

Note that the regularity assumption on the immersion Θ implies that gij , g
kℓ ∈

C2(Ω) and that Γk
ij ∈ C1(Ω). The definition of the Christoffel symbols shows

that they satisfy Γk
ij = Γk

ji and that the derivatives of the vector fields gi

and gj satisfy

∂kgi = Γℓ
kigℓ and ∂kg

j = −Γj
kℓg

ℓ in Ω.

The covariant derivatives of the covariant components ui ∈ H1(Ω) of a
vector field uig

i are defined by

uj‖i := ∂iuj − Γk
ijuk,

or, equivalently, by

uj‖ig
j = ∂i(ujg

j).

The covariant derivatives of a second-order tensor field with covariant
components Tij ∈ L2(Ω) are defined by

Tij‖k := ∂kTij − Γℓ
kiTℓj − Γℓ

kjTiℓ

and they belong to the space H−1(Ω) (cf. Lemma 1). Since the matrix fields

gi ⊗ gj := gi(gj)T

form a basis in the space C2(Ω; M3) and since

∂k(g
i ⊗ gj) = −Γi

kℓg
ℓ ⊗ gj − Γj

kℓg
i ⊗ gℓ,

the above definition of the covariant derivatives Tij‖k shows that

Tij‖kg
i ⊗ gj = ∂k(Tijg

i ⊗ gj). (1)

Note that such equations are to be understood in the distributional sense,
the functions Tij being only in L2(Ω).

Finally, for all third-order tensor field with covariant components Tijk ∈
H−1(Ω), we define the covariant derivatives

Tijk‖ℓ := ∂ℓTijk − Γt
ℓiTtjk − Γt

ℓjTitk − Γt
ℓkTijt,

which, in view of Lemma 1, are well defined as distributions in H−2(Ω).
If Tij ∈ L2(Ω), the second-order covariant derivatives Tij‖kℓ are defined

by the relations

Tij‖kℓ := ∂ℓTij‖k − Γt
ℓiTtj‖k − Γt

ℓjTit‖k − Γt
ℓkTij‖t.

It is then easily seen, in view of relation (1), that these second-order covari-
ant derivatives satisfy

Tij‖kℓg
i ⊗ gj = (∂ℓk − Γt

ℓk∂t)(Tijg
i ⊗ gj). (2)
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Indeed, relation (1) implies that

∂ℓk(Tijg
i ⊗ gj) = ∂ℓ(Tij‖kg

i ⊗ gj)

= (∂ℓTij‖k)g
i ⊗ gj − (Γi

ℓtTij‖k)g
t ⊗ gj − (Γj

ℓtTij‖k)g
i ⊗ gt

= (∂ℓTij‖k − Γt
ℓiTtj‖k − Γt

ℓjTit‖k)g
i ⊗ gj

= (Tij‖kℓ + Γt
ℓkTij‖t)g

i ⊗ gj

= (Tij‖kℓ)g
i ⊗ gj + Γt

ℓk∂t(Tijg
i ⊗ gj).

Note that relation (2) implies in particular that the second-order covariant
derivatives satisfy:

Tij‖kℓ = Tij‖ℓk.

4. Poincaré Theorem in curvilinear coordinates

In what follows, a domain in R
3 is a bounded and connected open set

with a Lipschitz-continuous boundary, the set ω being locally on the same
side of its boundary. The definition of such a boundary is the usual one, as
found for instance in Adams [1], Grisvard [6], or Nečas [7].

Poincaré Theorem, which is classically proved only for continuously dif-
ferentiable functions, was generalized by Ciarlet & Ciarlet, Jr. [2] into the
following.

Theorem 1. Let Ω be a simply connected domain of R
3. Let hk ∈ H−1(Ω)

be distributions that satisfy

∂ℓhk = ∂khℓ in H−2(Ω).

Then there exists a function p ∈ L2(Ω), unique up to an additive constant,
such that

hk = ∂kp in H−1(Ω).

Clearly, this theorem remains valid if the functions hk are replaced with
matrix fields with components in H−1(Ω), the function p being then replaced
by a matrix field with components in L2(Ω).

We now show that a similar result holds in curvilinear coordinates.

Theorem 2. Let Ω be a simply connected domain of R
3 and let Θ ∈

C3(Ω; R3) be an immersion. Let hijk ∈ H−1(Ω) be distributions that sat-
isfy

hijk‖ℓ = hijℓ‖k in H−2(Ω). (3)

Then there exists functions pij ∈ L2(Ω), unique up to additive constants,
such that

hijk = pij‖k in H−1(Ω).

Proof. Define the matrix fields

gi ⊗ gj := gi(gj)T ∈ C1(Ω; M3),
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and note that {gi(x) ⊗ gj(x)} form a basis in M
3 for all x ∈ Ω. Its dual

basis with respect to the usual inner product of matrices is {gi(x)⊗ gj(x)},
where

gi ⊗ gj := gi(gj)
T in Ω.

Let the matrix fields Hk be defined by

Hk := hijkg
i ⊗ gj .

The derivatives in the distributional sense of the fields Hk, which belong to
H−1(Ω; M3) by Lemma 1, are given by

∂ℓHk = (∂ℓhijk)g
i ⊗ gj + hijk∂ℓ(g

i ⊗ gj)

= (∂ℓhijk)g
i ⊗ gj − hijk(Γ

i
ℓsg

s ⊗ gj + Γj
ℓsg

i ⊗ gs)

= (∂ℓhijk − Γs
ℓihsjk − Γs

ℓjhisk)g
i ⊗ gj in H−2(Ω).

Using the definition of covariant derivatives, the above expressions read

∂ℓHk = (hijk‖ℓ + Γs
ℓkhijs)g

i ⊗ gj in H−2(Ω).

Hence assumption (3) shows that

∂ℓHk = ∂kHℓ in H−2(Ω; M3).

Then Theorem 1 shows that there exists a matrix field P ∈ L2(Ω; M3),
unique up to additive constant matrix field, such that

Hk = ∂kP in H−1(Ω; M3).

Since {gi(x) ⊗ gj(x)} form a basis in M
3 for all x ∈ Ω, the matrix field P

can be expanded over this basis as

P = pijg
i ⊗ gj in Ω,

and since pij = tr(PT (gi ⊗ gj)), we clearly have pij ∈ L2(Ω).
Hence the matrix fields Hk can be re-written as

Hk = hijkg
i ⊗ gj = ∂k(pijg

i ⊗ gj).

But the definition of the covariant derivative shows that

∂k(pijg
i ⊗ gj) = pij‖kg

i ⊗ gj .

Combining now the last two equations, we finally find that

hijk = pij‖k.

That the solution pij is unique up to additive constants is clear. ¤

Remark. Theorem 2 can also be established as a consequence of Theorem
A.4 of [10] establishing the existence of solutions to Pfaff systems, of which
the equations pij‖k

= hijk constitutes a special case. ¤
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5. Saint Venant equations in curvilinear coordinates

Let Ω be a bounded open subset of R
3 and let Θ ∈ C3(Ω; R3) be an

immersion. As in Section 3, let the vector fields gi ∈ C2(Ω; R3) and gi ∈
C2(Ω; R3) be defined by

gi := ∂iΘ and gi · g
j = δj

i .

With every vector field u ∈ H1(Ω; R3), we associate the linearized strains
in curvilinear coordinates, also known as the covariant components of the
linearized change of metric tensor, defined by

εij(u) :=
1

2
(∂iu · gj + gi · ∂ju).

Note that εij(u) ∈ L2(Ω) for all i, j and that εij(u) = εji(u).
The next theorem shows that the functions εij(u) satisfy crucial compat-

ibility relations, which we will call the Saint Venant equations in curvilinear
coordinates since they generalize the well-known saint Venant equations in
Cartesian coordinates.

Theorem 3. The linearized strains in curvilinear coordinates εij(u) ∈
L2(Ω) associated with a vector field u ∈ H1(Ω; R3) satisfy the relations

εki‖jℓ(u) + εℓj‖ik(u) − εkj‖iℓ(u) − εℓi‖jk(u) = 0 in H−2(Ω). (4)

Proof. Given a vector field u ∈ H1(Ω; R3), let

eij := εij(u) ∈ L2(Ω)

and

aij :=
1

2
(∂iu · gj − gi · ∂ju) ∈ L2(Ω),

i.e., eij and aij are respectively the symmetric and the antisymmetric parts
of the tensor ui‖j . The derivatives in the distributional sense of the vector
field u are then given by

∂iu = (∂iu · gj)g
j = (eij + aij)g

j

in L2(Ω; R3), which shows that these derivatives are completely determined
by the symmetric tensor eij and the antisymmetric tensor aij . In fact, they
are determined only by the tensor eij , as we now show. Since ∂igj = ∂jgi,
we first have

2∂kaij = ∂kiu · gj + ∂iu · ∂kgj − ∂kju · gi − ∂ju · ∂kgi

= ∂i(2ekj − ∂ju · gk) − ∂j(2eki − ∂iu · gk) + ∂iu · ∂kgj − ∂ju · ∂kgi

= 2(∂iekj − ∂jeki + ∂iu · ∂jgk − ∂ju · ∂igk),

all equalities being valid in the distributional sense. Combining this last
equality with the relations

∂iu · ∂jgk = Γℓ
jk(∂iu · gℓ) = Γℓ

jk(eiℓ + aiℓ),

∂ju · ∂igk = Γℓ
ik(∂ju · gℓ) = Γℓ

ik(ejℓ + ajℓ),
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we next deduce that

∂kaij − Γℓ
jkaiℓ + Γℓ

ikajℓ = (∂iekj − Γℓ
ikejℓ) − (∂jeki − Γℓ

jkeiℓ)

= ekj‖i − eki‖j .

But the first term is equal to the covariant derivative aij‖k, since ajℓ = −aℓj .
Hence the previous equality becomes

aij‖k = ekj‖i − eki‖j . (5)

Then the relations (see the Section 3)

aij‖kℓ = aij‖ℓk in H−2(Ω), (6)

imply that

ekj‖iℓ − eki‖jℓ = eℓj‖ik − eℓi‖jk in H−2(Ω).

This means that the Saint Venant equations (4) are satisfied in the distri-
butional sense.

¤

Remarks. (1) Equation (5) shows that the antisymmetric matrix field (aij)
is uniquely determined by the linear strains εij(u) up to an antisymmetric
matrix field that is constant in each connected component of Ω.

(2) Equation (6) shows that the Saint Venant equations in curvilinear
coordinates simply express that ui‖jkℓ = ui‖jℓk. To see this, we note that

ui‖j = eij + aij ,

relations which combined with relations (5) show that

ui‖jkℓ = eij‖kℓ + ekj‖iℓ − eki‖jℓ.

Hence the Saint Venant equations hold true if and only if ui‖jkℓ = ui‖jℓk.
These relations are also equivalent with the relations

∂iu‖kℓ = ∂iu‖ℓk,

where the second-order covariant derivatives of the vector fields ∂iu ∈
L2(Ω; R3) are defined by replacing Ti with ∂iu in the definition of the second-
order covariant derivatives of first-order tensor field with covariant compo-
nents Ti. More specifically, if vi := ∂iu ∈ L2(Ω; R3), then

vi‖k := ∂kvi − Γr
kivr in H−1(Ω; R3),

vi‖kℓ := (vi‖k)‖ℓ = ∂ℓvi‖k − Γr
ℓivr‖k − Γr

ℓkvi‖r in H−2(Ω; R3).

¤
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6. Recovery of a vector field from the associated linearized

change of metric tensor

Let Ω be a bounded and open subset of R
3 and let Θ ∈ C3(Ω; R3) be an

immersion. As in Section 3, the vectors fields gi and gj are defined by

gi(x) := ∂iΘ(x) and gi(x) · gj(x) = δj
i for all x ∈ Ω,

the covariant components of the Riemannian metric induced in Ω by the
immersion Θ are defined by

gij(x) = gi(x) · gj(x),

the contravariant components of the same metric are defined by

gij(x) = gi(x) · gj(x),

and the Christoffel symbols associated with the metric (gij) are defined by

Γk
ij :=

1

2
gkℓ (∂igjℓ + ∂jgiℓ − ∂ℓgij) .

Finally, the second-order covariant derivatives of a matrix field eijg
i ⊗ gj

with eij ∈ L2(Ω) are defined by

eij‖kℓ := ∂ℓeij‖k − Γt
ℓietj‖k − Γt

ℓjeit‖k − Γt
ℓkeij‖t,

where

eij‖k := ∂keij − Γt
kietj − Γt

kjeit

are the (first-order) covariant derivatives of the same matrix field.
We are now in a position to characterize the space of all symmetric matrix

fields that satisfy the Saint Venant equations in curvilinear coordinates:

Theorem 4. Let Ω be a simply-connected domain in R
3 and let Θ ∈

C3(Ω; R3) be an immersion. Let there be given a symmetric matrix field
(eij) ∈ L2(Ω; S3) that satisfies the Saint Venant equations in curvilinear
coordinates

eki‖jℓ + eℓj‖ik − ekj‖iℓ − eℓi‖jk = 0 in H−2(Ω). (7)

Then there exists a vector field v ∈ H1(Ω; R3) such that

eij =
1

2
(∂iv · gj + gi · ∂jv) in L2(Ω; S3).

Proof. The proof consists in first finding an antisymmetric matrix field
(aij) ∈ L2(Ω; A3) that satisfies the equations

aij‖k = ekj‖i − eki‖j in H−1(Ω),

then in solving in H1(Ω; R3) the system

∂iv = (eij + aij)g
j in L2(Ω; R3),

the field v being that announced in the statement of the theorem.
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We now begin the detailed proof. Since the equations (7) are satisfied,
Theorem 2 shows that there exist functions ãij ∈ L2(Ω), unique up to addi-
tive constants, such that

ãij‖k = ekj‖i − eki‖j in H−1(Ω).

Since the right-hand side of this equation is antisymmetric in (i, j), we de-
duce that

ãij‖k + ãji‖k = 0 in H−1(Ω).

Therefore, again by Theorem 2, there exist constants cij such that

ãij(x) + ãji(x) = cij for almost all x ∈ Ω.

Noting that the constants cij must be symmetric in (i, j), we deduce that
the functions

aij := ãij +
1

2
cij

are antisymmetric in (i, j), belong to the space L2(Ω), and satisfy the equa-
tions

aij‖k = ekj‖i − eki‖j . (8)

Let us now prove that there exists a solution v ∈ H1(Ω; R3) to the system

∂iv = (eij + aij)g
j .

To this end, we need to prove that

∂k((eij + aij)g
j) = ∂i((ekj + akj)g

j).

Since

∂k((eij + aij)g
j) = ∂k(eij + aij)g

j − (eij + aij)Γ
j
kℓg

ℓ

= (∂keiℓ − Γj
kℓeij)g

ℓ + (∂kaiℓ − Γj
kℓaij)g

ℓ

= (eiℓ‖k + Γj
kiejℓ)g

ℓ + (aiℓ‖k + Γj
kiajℓ)g

ℓ,

it suffices to prove the equality

(eiℓ‖k + Γj
kiejℓ) + (aiℓ‖k + Γj

kiajℓ) = (ekℓ‖i + Γj
ikejℓ) + (akℓ‖i + Γj

ikajℓ).

Since Γj
ki = Γj

ik, this equality becomes

eiℓ‖k + aiℓ‖k = ekℓ‖i + akℓ‖i,

which, in view of (8), is equivalent with

eiℓ‖k + ekℓ‖i − eki‖ℓ = ekℓ‖i + eiℓ‖k − eik‖ℓ.

But this last equation is clearly satisfied, since the matrix field (eij) is sym-
metric. Hence Theorem 1 shows that there exists a field v ∈ L2(Ω; R3),
unique up to an additive constant vector field, that satisfies the system

∂iv = (eij + aij)g
j .

Since the right-hand side of this system belongs in fact to L2(Ω; R3), the
field v belongs to the space H1(Ω; R3).
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That the vector field v does indeed satisfy the required equations is a con-
sequence of the symmetry of the matrix field (eij) and of the anti-symmetry
of the matrix field (aij), which together show that

1

2
(∂iv · gj + gi · ∂jv) =

1

2
(eij + aij + eji + aji) = eij .

¤

Remark. Theorem 3 of Ciarlet & C. Mardare [3] shows that, if the open
set Ω is connected, any other vector field ṽ ∈ H1(Ω; R3) that satisfies

eij =
1

2
(∂iṽ · gj + gi · ∂j ṽ) in L2(Ω; S3)

is necessarily of the form

ṽ(x) = v(x) + (a + b ∧ Θ(x)) for almost all x ∈ Ω,

where a and b are vectors in R
3. ¤

7. The Riemann curvature tensor and the Saint Venant

equations

The objective of this Section is to show that the Saint Venant equations
in curvilinear coordinates are nothing but an infinitesimal version of the
compatibility conditions that a three-dimensional Riemannian space must
satisfy in order to be isometrically immersed in the three-dimensional Eu-
clidean space. These compatibility conditions are recalled in the next theo-
rem, which is a straighforward extension of a well-known result in differential
geometry, classicaly established only for smooth immersions Θ ∈ C3(Ω; R3).

Theorem 5. Let Ω be an open subset of R
3 and let p > 3. Given any

immersion Θ ∈ W 2,p
loc (Ω; R3), let the functions gij ∈ W 1,p

loc (Ω; S3
>) be defined

by

gij = ∂iΘ · ∂jΘ in Ω. (9)

Then the Riemann curvature tensor associated with the matrix field (gij)
vanishes in the distributional sense, i.e.,

Rskij := gsℓ

(

∂iΓ
ℓ
jk − ∂jΓ

ℓ
ik + Γr

jkΓ
ℓ
ir − Γr

ikΓ
ℓ
jr

)

= 0 in D′(Ω). (10)

Proof. Since W 1,p
loc (Ω) ⊂ C0(Ω) by the Sobolev embedding theorem and

since det(gij) > 0 in Ω (the matrix (gij(x)) being positive definite for all
x ∈ Ω by assumption), the definition of the inverse of a matrix shows that

(gkℓ) = (gij)
−1 ∈ W 1,p

loc (Ω; S3
>). Hence the Christoffel symbols

Γℓ
jk :=

1

2
gℓr(∂jgrk + ∂kgrj − ∂rgjk)

belong to the space Lp
loc(Ω).
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Let the vectors fields gi and gj by defined by

gi := ∂iΘ and gi · g
j = δj

i in Ω.

Then we deduce from the relations (9) that

∂jgrk = ∂jgr · gk + gr · ∂jgk

relation which combined with the above definition of the Christoffel symbols
implies that

Γℓ
jk = gℓr(gr · ∂jgk).

Since gℓ = gℓkgk and since the vectors {gi(x)} form a basis in R
3 for all

x ∈ Ω, we next deduce that

∂jgk = Γℓ
jkgℓ in Lp

loc(Ω; R3).

Using now Schwarz lemma applied to the second derivatives of gk in the
space of distributions, we next infer from the above relation that

∂i(Γ
ℓ
jkgℓ) = ∂j(Γ

ℓ
ikgℓ)

for all i, j, k, ℓ in the distributional sense. Combining the last two relations
then shows that

∂iΓ
ℓ
jk − ∂jΓ

ℓ
ik + Γr

jkΓ
ℓ
ir − Γr

ikΓ
ℓ
jr = 0

in the distributional sense, which means that the Riemann curvature tensor
of the metric gij vanishes in Ω. ¤

Remarkably, the converse of Theorem 5 is also true, but inevitable, under
slightly more restrictive assumptions:

Theorem 6. Let Ω be a connected and simply-connected open subset of
R

3 and let (gij) ∈ W 1,∞
loc (Ω; S3

>) be a field of positive-definite symmetric
matrices.

If the Riemann curvature tensor associated with the matrix field (gij)
vanishes in the distributional sense, i.e., if

Rskij := gsℓ

(

∂iΓ
ℓ
jk − ∂jΓ

ℓ
ik + Γr

jkΓ
ℓ
ir − Γr

ikΓ
ℓ
jr

)

= 0 in D′(Ω), (11)

then there exists an immersion Θ ∈ W 2,∞
loc (Ω; R3) such that

gij = ∂iΘ · ∂jΘ in Ω. (12)

Proof. See the proof of Theorem 4.4 in S. Mardare [9]. ¤

Our objective is to show that Theorems 3 and 4 are nothing but the
“infinitesimal” versions of Theorems 5 and 6, respectively. To this end,
we will show that the left-hand side of the Saint Venant equations is the
linear part of the Riemann curvature tensor associated with an appropriate
Riemannian metric:
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Theorem 7. Let Ω be a bounded open subset in R
3 and let there be given

a matrix field (gij) ∈ C2(Ω; S3
>) whose associated Riemann curvature tensor

field vanishes in Ω.
Then, for all symmetric matrix fields (eij) ∈ W 1,p(Ω; S3), p > 3, the

linear part with respect to the “increment” matrix field (eij) of the covari-
ant components of the Riemann curvature tensor associated with the metric
(gij + eij) are given by the relations

Rlin
skij(eij) = eki‖js + esj‖ik − ekj‖is − esi‖jk, (13)

where eki‖js denote the second-order covariant derivatives of eki (cf. Section
3).

Proof. For all ε > 0, we define the matrix field

(gij(ε)) := (gij) + ε(eij) ∈ W 1,p(Ω; S3).

Since W 1,p(Ω) ⊂ C0(Ω) by the Sobolev embedding theorem, there exists
a number ε0 > 0 such that, for all 0 < ε < ε0, the matrix field (gij(ε))

is positive definite in Ω. As in the proof Theorem 5, this implies that
gkℓ(ε) ∈ W 1,p(Ω), where (gkℓ(ε)) = (gij(ε))

−1 is the inverse of the matrix
field (gij(ε)). Hence the Christoffel symbols

Γrjk(ε) :=
1

2
{∂jgrk(ε) + ∂kgjr(ε) − ∂rgjk(ε)} and Γℓ

jk(ε) := gℓr(ε)Γrjk(ε)

belong to the space Lp(Ω). Consequently, the Riemann curvature tensor
associated with the metric (gij(ε)) is well defined in the space of distributions
by its mixed components

Rℓ
·kij(ε) := ∂iΓ

ℓ
jk(ε) − ∂jΓ

ℓ
ik(ε) + Γr

jk(ε)Γ
ℓ
ir(ε) − Γr

ik(ε)Γ
ℓ
jr(ε),

or by its covariant components

Rskij(ε) = gsℓ(ε)R
ℓ
·kij(ε).

The linear part with respect to (eij) of the covariant components of the
Riemann curvature tensor associated with the metric (gij + eij) is then
defined by the limit

Rlin
skij := lim

ε→0

Rskij(ε)

ε
.

Recall that the Riemann curvature tensor of the metric (gij), whose co-
variant components are defined by

Rskij := gsℓ

(

∂iΓ
ℓ
jk − ∂jΓ

ℓ
ik + Γr

jkΓ
ℓ
ir − Γr

ikΓ
ℓ
jr

)

,

vanishes in Ω by assumption.
In order to compute this linear part, we expand all the above functions

in power series in ε. Using the notation O(ε2) for any function f such that
(ε−2f) is bounded in spaces that will be specified at each occurence, we have

gij(ε) = gij + 2εeij + O(ε2) in W 1,p(Ω),
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which next implies that

gij(ε) = gij − 2εgirerqg
qj + O(ε2) in W 1,p(Ω).

Consequently,

Γkij(ε) = Γkij +
1

2
{∂i(gkj(ε) − gkj) + ∂j(gki(ε) − gki) − ∂k(gij(ε) − gij)}

= Γkij + ε(∂iekj + ∂jeki − ∂keij) + O(ε2) in Lp(Ω).

Likewise,

Γk
ij(ε) = (gkℓ − 2εgkrersg

sℓ + O(ε2))(Γℓij + ε(∂ieℓj + ∂jeℓi − ∂ℓeij) + O(ε2))

= gkℓΓℓij + εgkℓ(∂ieℓj + ∂jeℓi − ∂ℓeij) − 2εgkrersg
sℓΓℓij + O(ε2)

= Γk
ij + εgkℓ(∂ieℓj + ∂jeℓi − ∂ℓeij − 2Γs

ijeℓs) + O(ε2)

= Γk
ij + εgkℓ(eℓj‖i + eℓi‖j − eij‖ℓ) + O(ε2) in Lp(Ω).

Letting

Xℓij := eℓj‖i + eℓi‖j − eij‖ℓ and Xk
ij = gkℓXℓij ,

we thus have the following relations in Lp(Ω):

Γk
ij(ε) = Γk

ij + εXk
ij + O(ε2)

Γkij(ε) = Γkij + εXkij + O(ε2).

Using these relations and the relations Rℓ
·kij = 0 in the definition of

Rskij(ε), we next deduce that the relations

Rℓ
·kij(ε) = ε(∂iX

ℓ
jk − ∂jX

ℓ
ik + Γr

jkX
ℓ
ir + Xr

jkΓ
ℓ
ir − Γr

ikX
ℓ
jr − Xr

ikΓ
ℓ
jr) + O(ε2)

hold in the space W−1,p(Ω), hence also in the space H−1(Ω).
Note that the covariant derivatives

Xℓ
jk‖i := ∂iX

ℓ
jk − Γr

ijX
ℓ
rk − Γr

ikX
ℓ
jr + Γℓ

irX
r
jk,

Xℓjk‖i := ∂iXℓjk − Γr
ijXℓrk − Γr

ikXℓjr − Γr
iℓXrjk,

gkℓ‖i := ∂ig
kℓ + Γk

irg
rℓ + Γℓ

irg
kr,

satisfy

Xℓ
jk‖i = gℓrXrjk‖i + gℓr‖iXrjk in H−1(Ω).

Moreover, the definition of the Christoffel symbols associated with the metric
(gij) shows that

gkℓ‖i = ∂ig
kℓ +

1

2
(gksgrℓ + gkrgsℓ)Γsir

= ∂ig
kℓ +

1

2
{gks(grℓ∂igsr) + gkr(gsℓ∂igsr) + (gksgrℓ + gkrgsℓ)(∂rgis − ∂sgir)}

= ∂ig
kℓ −

1

2
{gks(∂ig

rℓ)gsr + gkr(∂ig
sℓ)∂igsr}

= 0 in Lp(Ω),
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which, combined with the previous relations, implies that

Xℓ
jk‖i = gℓrXrjk‖i in H−1(Ω).

Using this relation in the previous expression of Rℓ
·kij(ε), we thus obtain

the following relations in H−1(Ω):

Rℓ
·kij(ε) = ε(Xℓ

jk‖i − Xℓ
ik‖j) + O(ε2)

= εgℓr(Xrjk‖i − Xrik‖j) + O(ε2)

= εgℓr(erj‖ki − ejk‖ri − eri‖kj + eik‖rj) + O(ε2)

and

Rℓkij(ε) = εgℓrg
rs(esj‖ki − ejk‖si − esi‖kj + eik‖sj) + O(ε2)

= eℓj‖ki − ejk‖ℓi − eℓi‖kj + eik‖ℓj + O(ε2).

This completes the proof of the theorem. ¤

Remark. The matrix field (eij) was assumed in Theorem 7 to be in the
space W 1,p(Ω; S3), and not only in L2(Ω; S3), in order to have (gij(ε)) ∈
W 1,p(Ω; S3), which is the minimal regularity assumption under which the
components Rℓkij(ε) of the Riemannian curvature tensor are well defined in
the space of distributions. However, the right hand side of the equation (13)
can be extended by continuity to matrix fields (eij) that belong only to the
space L2(Ω; S3). ¤

8. Comparison with the Saint Venant equations in cartesian

coordinates

Let Ω̂ be an open subset of R
3. The cartesian coordinates of a point x̂ ∈ Ω̂

are denoted x̂i and the partial derivative operators of the first, second, and
third order of functions defined over Ω̂ are denoted ∂̂i := ∂/∂x̂i, ∂̂ij :=

∂2/∂x̂i∂x̂j , and ∂̂ijk := ∂3/∂x̂i∂x̂j∂x̂k.
With these notations, the following theorem was proved by Ciarlet &

Ciarlet, Jr. [2].

Theorem 8. Let Ω̂ be a simply-connected domain of R
3 and let (êij) ∈

L2(Ω̂; S3) be a symmetric matrix field that satisfies the following compatibil-
ity conditions

∂̂ℓj êik + ∂̂kiêjℓ − ∂̂ℓiêjk − ∂̂kj êiℓ = 0 in H−2(Ω̂).

Then there exists a vector field v̂ = (v̂i) ∈ H1(Ω̂; R3) such that

êij =
1

2
(∂̂j v̂i + ∂̂iv̂j).
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The compatibility relations in Theorem 8 are the well-known Saint Venant
equations in Cartesian coordinates. Note that the Saint Venant equations in
curvilinear coordinates established in Section 5 corresponds to the particular
case where Θ = iΩ, which thus justifies their name. Therefore, Theorem
4 implies Theorem 8. Remarkably, the converse is also true, at least for
one-to-one immersions, as we now show:

Theorem 9. Theorem 4, with the additional assumption that the immersion
Θ : Ω → R

3 is one-to-one, is a consequence of Theorem 8.

Proof. As in Theorem 4, let Ω be a simply-connected domain in R
3, let Θ ∈

C3(Ω; R3) be an immersion, and let (eij) ∈ L2(Ω; S3) be a symmetric matrix
field that satisfies the Saint Venant equations in curvilinear coordinates

Rlin
skij := eki‖js + esj‖ik − ekj‖is − esi‖jk = 0 (14)

in the distributional sense.
Since the mapping Θ is one-to-one, the inverse function theorem shows

that Θ is in fact a C3-diffeomorphism from Ω onto Ω̂ := Θ(Ω). The set

Ω̂ is an open subset of R
3 by the invariance of domain theorem, and it

is also bounded, connected, simply-connected, with a Lipschitz-continuous
boundary. This means that the set Ω̂ satisfies the assumptions of Theorem 8.

Let the vector fields gi and gj and the Christoffel symbols Γk
ij be defined

as in Section 3 in terms of the immersion Θ and let Θ̂ = (Θ̂k) denote the

inverse mapping of the mapping Θ = (Θk), i.e., x̂ = Θ(x) implies x = Θ̂(x̂)
for all x ∈ Ω. It thus follow that

(∂̂kΘ̂i)(x̂)(∂jΘk)(x) = δi
j for all x ∈ Ω,

or equivalently, that

w
i(x) · gj(x) = δi

j for all x ∈ Ω,

where w
i(x) denotes the vector in R

3 whose components are (∂̂kΘ̂i)(x̂). This
implies that w

i(x) = gi(x) for all x ∈ Ω, or equivalently, that

(∂̂kΘ̂i) ◦ Θ = [gi]k in Ω,

where [gi]k denotes the k-th component of the vector field gi.

Let the matrix field (êpq) ∈ L2(Ω̂; S3) be defined by

êpq ◦ Θ := [gi]p[g
j ]qeij in L2(Ω)

and let

R̂lin
srpq := ∂̂sq êpr + ∂̂rpêqs − ∂̂spêqr − ∂̂rq êps in H−2(Ω̂).

We wish to prove that R̂lin
srpq = 0 in H−2(Ω̂). Noting that

∂ig
k = −Γk

ijg
j ,
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and using the definition of the covariant derivative eij‖k (see Section 3), we
first obtain the relations

(∂̂rêpq) ◦ Θ = [gk]r∂k([g
i]p[g

j ]qeij)

= [gk]r[g
i]p[g

j ]qeij‖k

in H−1(Ω). Using next the definition of the second-order covariant deriva-
tives eij‖kℓ (see Section 3), we obtain the relations

(∂̂srêpq) ◦ Θ = [gℓ]s∂ℓ([g
k]r[g

i]p[g
j ]qeij‖k)

= [gℓ]s[g
k]r[g

i]p[g
j ]qeij‖kℓ

in H−2(Ω). Using these in the definition of R̂lin
srpq, we finally obtain

R̂lin
srpq ◦ Θ = [gℓ]s[g

k]r[g
i]p[g

j ]q
(

eki‖jℓ + eℓj‖ik − ekj‖iℓ − eℓi‖jk

)

= [gℓ]s[g
k]r[g

i]p[g
j ]qR

lin
ℓkij

in H−2(Ω), which shows that R̂lin
srpq = 0 in H−2(Ω̂).

Since the assumptions of Theorem 8 are therefore satisfied, there exists a
field v̂ = (v̂i) ∈ H1(Ω̂; R3) such that

êij =
1

2
(∂̂iv̂j + ∂̂j v̂i) in L2(Ω̂).

Therefore, the vector field

v := v̂ ◦ Θ

belongs to the space H1(Ω; R3) and satisfies the relations

1

2
(∂iv · gj + gi · ∂jv) = ∂iΘp∂jΘq

(∂̂pv̂ · ∂̂qiΩ̂ + ∂̂qv̂ · ∂̂piΩ̂) ◦ Θ

2

= [gi]
p[gj ]

q (∂̂pv̂q + ∂̂qv̂p) ◦ Θ

2

= [gi]
p[gj ]

q(êpq ◦ Θ) in L2(Ω),

where [gi]
p denotes the p-th component of the vector field gi. Then the

definition of the functions êpq shows that

1

2
(∂iv · gj + gi · ∂jv) = [gi]

p[gj ]
q[gk]p[g

ℓ]qekℓ = eij

in L2(Ω). This completes the proof. ¤

Remark. If Θ ∈ C3(Ω; R3) is an immersion, but not necessarily one-to-one,
then the inverse function theorem shows that the mapping Θ is locally one-
to-one, that is, for all x ∈ Ω, there exists an open ball B(x, rx) with rx > 0
such that the set Ωx := Ω ∩ B(x, rx) is simply-connected and the mapping
Θ|Ωx

: Ωx → R
3 is one-to-one.
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Since the set Ω is compact, there exists a finite covering of Ω with simply-
connected domains Ωn, 1 ≤ n ≤ N , such that the mappings

Θn := Θ|Ωn
: Ωn → R

3

are one-to-one.
Let (eij) ∈ L2(Ω; S3) be a matrix field that satisfies the Saint Venant equa-

tions in curvilinear coordinates and let en
ij := eij |Ωn

. Then Theorem 9 shows

that, for all n ∈ {1, 2, ..., N}, there exists a vector field v
n ∈ H1(Ωn; R3)

such that

en
ij = εij(v

n) :=
1

2
(∂iv

n · gj + gi · ∂jv
n) in L2(Ωn; S3).

On the other hand, the uniqueness result furnished by Theorem 3 of
Ciarlet & C. Mardare [3] (see also the Remark at the end of Section 6)
shows that if two vector fields u, v ∈ H1(U ; R3) satisfy εij(u) = εij(v) in a
connected open set U , then there exist vectors a,b ∈ R

3 such that

v(x) = u(x) + (a + b ∧ Θ(x)) for almost all x ∈ U.

If the open set Ω is connected, these two results allow to establish Theorem
4 as a consequence of Theorem 8 without assuming that the immersion
Θ : Ω → R

3 is one-to-one by following the proof of Theorem 7 from S.
Mardare [8]. ¤
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