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Redu
ibility of quasiperiodi
 
o
y
les in linear LiegroupsC.ChavaudretAbstra
t: Let G be a linear Lie group. We de�ne the G-redu
ibility of a 
ontinuous ordis
rete 
o
y
le modulo N . We show that a G-valued 
ontinuous or dis
rete 
o
y
le whi
his GL(n, C)-redu
ible is in fa
t G-redu
ible modulo 2 if G = GL(n, R), SL(n, R), Sp(n, R)or O(n) and modulo 1 if G = U(n).Introdu
tionLet G be a Lie subgroup of GL(n, C) and G its Lie algebra. Let Td = Rd/Zd and
NTd = Rd/(NZ)d for N ∈ N \ {0}. Let us 
onsider the equation

∀t ∈ R, ∀θ ∈ T
d,

d

dt
X(t, θ) = A(θ + tω)X(t, θ) (1)where A : Td → G is 
ontinuous and ω ∈ Rd is rationally independant. Let X : (t, θ) 7→ X t(θ)be the asso
iated 
ontinuous 
o
y
le, i.e the map from R × Td to G satisfying (1) su
hthat for all θ ∈ Td, X0(θ) = Id. The terminology 
omes from the fa
t that X satis�esthe 
o
y
le relation

∀t, s ∈ R, ∀θ ∈ T
d, X t+s(θ) = X t(θ + sω)Xs(θ) (2)As X is 
ontinuous in the variable t, X t(θ) remains in the 
onne
ted 
omponent of theidentity for all t, θ, so we 
an suppose G is 
onne
ted.De�nition: Let X be a G-valued 
ontinuous 
o
y
le. We say that X is G-redu
iblemodulo N ∈ N \ {0} if there exists Z : NTd → G 
ontinuous and B ∈ G su
h that for all

t ∈ R and θ ∈ Td,
X t(θ) = Z(θ + tω)−1etBZ(θ) (3)We say X is redu
ible if it is redu
ible modulo 1.Remark: For a 
ontinuous 
o
y
le, redu
ibility implies that for all θ,
∂ωZ(θ) = BZ(θ) − Z(θ)A(θ) (4)where ∂ωZ(θ) := d

dt
Z(θ + tω)|t=0

.We shall prove the following theorems for 
ontinuous 
o
y
les before adapting them todis
rete 
o
y
les: 1



Theorem 1 Let X be a 
ontinuous 
o
y
le with values in GL(n, R); if it is GL(n, C)-redu
ible, then it is GL(n, R)-redu
ible modulo 2.Theorem 2 Let X be a G-valued 
ontinuous 
o
y
le, where G is either the symple
ti
group Sp(n, R)1, the group SL(n, R) of matri
es with determinant 1, the orthogonal group
O(n), or the unitary group U(n). Suppose X is GL(n, C)-redu
ible. Then it is G-redu
iblemodulo 2 if G = Sp(n, R), SL(n, R) or O(n) and modulo 1 if G = U(n).De�nition: Assume (ω, 1) is rationally independant. A dis
rete G-valued 
o
y
le isa map X : Z × T

d → G su
h that for all n, m ∈ Z and all θ ∈ T
d,

Xn+m(θ) = Xn(θ + mω)Xm(θ) (5)De�nition: A dis
rete 
o
y
le X is G-redu
ible modulo N if there exists a 
ontinuous
Z : NTd → G and A ∈ G su
h that

∀n ∈ Z, ∀θ ∈ T
d, Xn(θ) = Z(θ + nω)−1AnZ(θ)This is equivalent to the fa
t that X1(θ) = Z(θ + ω)−1AZ(θ) for all θ. A dis
rete 
o
y
leis redu
ible if it is redu
ible modulo 1.Theorems 1 and 2 also hold for dis
rete 
o
y
les. Adapting their proofs to the dis
rete
ase, one gets:Theorem 3 Let X be a G-valued dis
rete 
o
y
le with G in GL(n, R),SL(n, R), Sp(n, R), O(n)or U(n), and assume it is GL(n, C)-redu
ible. Then X is G-redu
ible modulo χG with

χG =

{

2 if G = GL(n, R), SL(n, R), G = Sp(n, R) or G = O(n)
1 if G = U(n)In [5℄, H.He and J.You have solved a 
onje
ture from [4℄ showing that if ω is diophan-tine, if Xλ is the 
o
y
le whi
h is solution of

d

dt
X t(θ, λ) = (A(λ) + Fǫ(θ, λ))X t(θ, λ) (6)where Fǫ is su�
iently small and A(λ) satis�es non-degenera
y 
onditions on an interval

Λ ⊂ R, then Xλ is GL(n, C)-redu
ible for almost all λ ∈ Λ.Applying theorems 1 and 2 to this result, we get that if X t(θ, λ) is G-valued, with Gin GL(n, R),SL(n, R), Sp(n, R), O(n), U(n), then for almost all λ ∈ Λ, X t(θ, λ) is G-redu
ible modulo 2 if G = GL(n, R), Sp(n, R), SL(n, R), O(n) and modulo 1 if G = U(n).This 
ompletes R.Krikorian's result (see [8℄): let A(λ) be a generi
 one-parameter familytaking its values in the Lie algebra of a 
ompa
t semi-simple group G; then the system(6) is G-redu
ible for almost every λ modulo some integer χG depending only on G, and
χG = 1 if G = U(n). Now we know that χG = 2 if G = O(n).1In this 
ase, n is even 2



So, when G is real, there is a loss of periodi
ity. In the periodi
 
ase (d = 1), this is awell-known phenomenon. However, it seems that there exists a large 
lass of real 
o
y
lesthat are redu
ible in a subgroup of GL(n, R) without loss of periodi
ity. For instan
e, in[7℄ (proposition 2.2.4), R. Krikorian has showed when G is a 
ompa
t semi-simple groupthat if a dis
rete 
o
y
le X is G-redu
ible modulo m to a 
onstant 
o
y
le n 7→ enB, thenthere exists a subset S ⊂ G of Haar measure 1 su
h that if eB ∈ S, then X is redu
iblemodulo 1. This tells us that loss of periodi
ity is quite rare, at least in the 
ompa
t 
ase.We shall prove the following:Proposition 1 If a 
ontinuous G-valued 
o
y
le X, with G = GL(n, R), SL(n, R), Sp(n, R)or O(n), is GL(n, C)-redu
ible to a 
o
y
le t 7→ etB su
h that no eigenvalue of B is in
R + iπ〈Zd, ω〉 \ {0}, then X is G-redu
ible.There is a natural question: 
onsidering a generi
 one-parameter family of 
o
y
les whi
hare solution of (6), where A(λ) satis�es non-degenera
y 
onditions, is it true that foralmost all λ su
h that the 
o
y
le Xλ is redu
ible to a 
onstant 
o
y
le t 7→ etBλ , noeigenvalue of Bλ is in R + iπ〈Zd, ω〉 \ {0}?If it were true, the already mentioned result of [5℄ and proposition 1 would imply G-redu
ibility almost everywhere, without loss of periodi
ity, for generi
 one-parameterfamilies of 
o
y
les of type (6).Remark: All the results whi
h we shall prove also hold in higher regularity 
lasses:de�ning "Cr-redu
ibility" in the same way as redu
ibility, but with Z in Cr and notonly 
ontinuous, it is easy to 
he
k that we get theorems 1, 2, 3 and proposition 1 with"Cr-redu
ibility" instead of "redu
ibility".Sket
h of the proofWe shall de�ne notions of invariant subbundle and of Jordan subbundle as familiesparametrized by Td and with values in the subspa
es of Cn, satisfying a 
ontinuity 
on-dition and some invarian
e properties. In order to prove theorem 1, we shall �rst studythe properties of the de
omposition of Cn into Jordan subbundles given by the GL(n, C)-redu
ibility of X to a 
o
y
le t 7→ etB; we shall de
ompose Rn into two redu
ible invariantsubbundles, one of them, say W , modulo 2 and having a basis with real exponents, theother, say W ′, modulo 1 and having a basis with no exponent in R + iπ〈Zd, ω〉, and su
hthat the gap between the imaginary parts of two exponents 
annot be in 2π〈Zd, ω〉 (thisis 
alled a non-resonan
e 
ondition). This gives theorem 1 as a 
orollary, but it also fa-
ilitates the proof of theorem 2 for the orthogonal and the symple
ti
 group, sin
e it isthen easy to 
onstru
t real global bases for the 
o
y
le's invariant subbundles, whi
h arerespe
tively orthonormal and symple
ti
.If in equation (3), no eigenvalue of B has its imaginary part in π〈Zd, ω〉 \ {0}, thenthe �rst of these two subbundles, W , is trivial, so we 
an have real redu
ibility withoutdoubling the period, and 
onsequently, we 
an also have G-redu
ibility without loss ofperiodi
ity, if G = SL(n, R), Sp(n, R) or O(n), when
e proposition 1.3



In order to get theorem 2 for SL(n, R), we will just apply theorem 1, then show thatthe determinant of Z is 
onstant, so we 
an assume it equal to 1. Noti
e that no 
onditionon the exponents of the subbundles is used.In the 
ase where G = U(n), we shall start from the de
omposition of C
n into 
om-plex Jordan subbundles with non-resonant exponents, and 
onstru
t a global 
omplexorthonormal basis. As U(n) is not a real Lie group, we do not need to double the period.To prove theorem 3, we 
an make exa
tly the same proof as for theorems 1 and 2,simply adapting the �rst lemma to the dis
rete 
ase, i.e 
onsidering integer translationsinstead of 
ontinuous translations in the dire
tion of ω. The dynami
s are not modi�edby the fa
t that the time is dis
rete.For a parti
ular 
lass of dis
rete 
o
y
les, there is another way of provingG-redu
ibility:De�nition: A dis
rete 
o
y
le X is 
alled G-exponential if there exists a 
ontinuous

A : Td → G su
h that for all θ ∈ Td, X1(θ) = eA(θ).To prove theorem 3 for G-exponential 
o
y
les, we 
an also 
onstru
t a suspension of
X on a torus of greater dimension, taking its values in G, using the fun
tion A from thede�nition of a G-exponential 
o
y
le. We will obtain a 
ontinuous 
o
y
le over (ω, 1),whi
h is possible sin
e (ω, 1) is assumed to be rationally independant. We then show thatif X is GL(n, R)-redu
ible, then so is its suspension. Using theorems 1 and 2, we obtain
G-redu
ibility for the suspension modulo 1 or 2. Restri
ting to integer time and to asubtorus, we �nally obtain G-redu
ibility for X modulo 1 or 2.NotationsFor a ve
tor v ∈ Rn, denote by Re v and Im v its real and imaginary parts. Theeu
lidean s
alar produ
t is denoted by 〈, 〉 for a real ve
tor spa
e, and 〈, 〉C for a 
omplexve
tor spa
e (we shall take it semilinear in the se
ond variable); eu
lidean distan
e isdenoted by d(, ). Also, we shall write M∗ for the adjoint of a matrix M ; if M is real, M∗is simply the transpose of M . Matrix (

0 −In

In 0

) is denoted by J . Finally, N∗ = N\{0}.1 GL(n, R)-redu
ibilityIn this se
tion, we shall assume that X is a real 
o
y
le.1.1 Preliminary lemmasLemma 1 1. Let ω ∈ Rd rationally independant, β ∈ R and N ∈ N∗. Suppose thatfor any real sequen
e tj → ∞,
tjω → 0 ∈ NT

d ⇒ tjβ → 0 ∈ 2πT (7)Then there exists k ∈ Zd su
h that β = 2π〈k, ω
N
〉.4



2. Let ω ∈ Rd su
h that (ω, 1) is rationally independant and N ∈ N∗. Suppose that forany integer sequen
e tj → ∞,
tjω → 0 ∈ NT

d ⇒ tjβ → 0 ∈ 2πT (8)Then there exists k ∈ Zd su
h that β = 2π〈k, (ω,1)
N

〉.Proof: 1. It is enough to prove the assertion for N = 1: if it is true for N = 1 andthat for every sequen
e tj , tjω → 0 ∈ NT
d ⇒ tjβ → 0 ∈ 2πT, then tj

ω
N

→ 0 ∈ T
d ⇒

tjβ → 0 ∈ 2πT, and applying the 
ase N = 1 with ω
N

instead of ω, we get β = 2π〈k, ω
N
〉for some k ∈ Zd.First noti
e that ( β

2π
, ω) is rationally dependant, sin
e the orbit of the translation inthe dire
tion ( β

2π
, ω) is not dense in Td+1: otherwise, there would exist a sequen
e (tj)satisfying tj(

β

2π
, ω) → (1

2
, 0) ∈ T

d+1, whi
h would 
ontradi
t the assumption. So thereexists k = (k1, . . . kd) ∈ Zd, p ∈ Z su
h that (p, k) is primitive (i.e the greatest 
ommondivisor of ki and p is 1) and
〈k, ω〉 + p

β

2π
= 0 (9)Noti
e that this is the only possible resonan
e (i.e (p, k) is unique up to a s
alar). For ifthere existed a (p′, k′) independant from (p, k) and su
h that 〈k′, ω〉 + p′ β

2π
= 0, then

{

pβ + 2π〈k, ω〉 = 0
p′β + 2π〈k′, ω〉 = 0

(10)would hold, so pk′−p′k = 0 ∈ Rd sin
e ω is rationally independant, whi
h would 
ontradi
tthe assumption that (p, k) and (p′, k′) are independant.Now let us show that p = ±1. By 
ontraposition, suppose |p| ≥ 2.Let V the subspa
e of Rd+1 generated by (p, k) . Let m1, . . .md ∈ Zd+1, mi = (mi,1, . . .mi,d+1)su
h that the (d + 1) × (d + 1)-matrix
C :=











(p, k)
m1...
md











(11)has determinant 1. Su
h a matrix exists, a

ording to [1℄, 
orollary 3 p.14. Form thefollowing 
ommuting diagram:
Rd+1

Π
��

C
//
Rd+1

Π
��

Td+1 C̄
//
Td+1

(12)
5



where Π is the 
anoni
al proje
tion from Rd+1 onto Td+1. As C has determinant 1, C̄ is ahomeomorphism. So the orbit of Π

(

β

2π
tω

) is dense is Π(V ⊥) if the orbit of Π(C

(

β

2π
tω

)

)is dense in Π(C(V ⊥)). Now Π(C(V ⊥)) ⊂ {0} × Td and
Π(C

(

β

2π
tω

)

) =











0

〈m1, (
β

2π
, ω)〉...

〈md, (
β

2π
, ω)〉









Moreover, assume that
∑

i

ai〈mi, (
β

2π
, ω)〉 = 0 ⇔

∑

i

∑

j 6=1

aimi,jωj−1 +
∑

i

aimi,1
β

2π
= 0 (13)then, as the resonan
e is unique, (

∑

i aimi,1, · · ·
∑

i aimi,d+1) =
∑

i aimi is a multipleof (p, k), whi
h is impossible sin
e mi are independant from (p, k) by de�nition. So
(〈m1, (

β

2π
, ω)〉, . . . 〈md, (

β

2π
, ω)〉) is rationally independant and its orbit is dense in Td.Therefore, the orbit of Π

(

β

2π
tω

) is dense in Π(V ⊥).Let m ∈ Zd su
h that 〈k,m〉
p

is not an integer (it exists, sin
e (p, k) is primitive and |p| ≥

2). Then t( 〈k,m〉
p

,−m) ∈ V ⊥. As Π

(

β

2π
tω

) dans Π(V ⊥) has a dense orbit, there exists anunbounded sequen
e tj su
h that Π

(

tj
β

2π
ttjω

)

→ Π

( 〈k,m〉
p

−tm

)

=:

(

α
0

)

6=

(

0
0

), whi
h
ontradi
ts our assumption.2. Again, we 
an assume that N = 1. Let tj be a real unbounded sequen
e su
h that
tj(ω, 1) → 0 ∈ Td+1. For all j, let nj ∈ Z and rj ∈ [0, 1[ su
h that tj = nj + rj . Inparti
ular, tj → 0 ∈ T, so rj → 0 ∈ T. Sin
e tjω → 0 ∈ Td and rjω → 0 ∈ Td, then
njω → 0 ∈ T

d. By assumption, this implies that njβ → 0 ∈ 2πT. But rjβ → 0 ∈ 2πT, so
tjβ → 0 ∈ 2πT. By 1., this implies that β ∈ 2π〈Zd, (ω, 1)〉. �Lemma 2 Let W be a subspa
e of Cn. Let (W ∩ Rn) ⊗ C be the 
omplex ve
tor spa
egenerated by W ∩ Rn. Then1. W = W̄ ⇔ (W ∩ Rn) ⊗ C = W ;2. Let V be a subspa
e of W su
h that V ⊕ V̄ = W and z1, . . . zk a basis of V , then

Rez1, Imz1, . . . Rezk, Imzk is a basis of W ∩ Rn.Proof: 1. ⇒: Let w1, . . . wl be a basis of W ; as W = W̄ , then w̄1, . . . w̄l are also in
W . So, for all j ∈ {1, . . . l}, Rewj = 1

2
(wj + w̄j) and Imwj = 1

2i
(wj − w̄j) are in W ∩ R

n.So wj = Rewj + iImwj ∈ (W ∩Rn)⊗C and so W ⊂ (W ∩Rn)⊗C. The other in
lusionis obvious, therefore W = (W ∩ Rn) ⊗ C. 6



⇐: Let w ∈ (W ∩Rn)⊗C; then w =
∑l

j=1 ajvj where aj ∈ C and vj ∈ (W ∩Rn). So
w̄ =

∑l

j=1 āj v̄j =
∑l

j=1 ājvj ∈ (W ∩ Rn) ⊗ C and so W = W̄ .2. Rez1, Imz1, . . . Rezk, Imzk generate W and are real, so they generate W ∩Rn. With
omplex 
oe�
ients, they generate (W ∩ R
n) ⊗ C, and by 1., this is equal to W . As Whas dimension 2k, they form a basis of W ∩ Rn. �1.2 Subbundles, invariant subbundles and Jordan subbundlesDe�nitions:� A real (resp. 
omplex) subbundle is a family V = {V (θ), θ ∈ Td} of subspa
es of

Rn (resp.Cn) whi
h is 
ontinuous in θ, i.e su
h that for all θ0 ∈ Td, there exists anopen subset U 
ontaining θ0 and, for all θ ∈ U , a basis {x1(θ), . . . xk(θ)} of V (θ)whi
h is 
ontinuous in θ on U .� The dimension of V (θ) is automati
ally independant of θ; this number is 
alled thedimension of the subbundle V and is denoted by dimV .� A real (resp. 
omplex) invariant subbundle for the 
o
y
le X is a real (resp. 
om-plex) subbundle su
h that for all t, θ, X t(θ)V (θ) = V (θ + tω). In what follows, weshall omit to mention the 
o
y
le X, as no other 
o
y
le is involved.Remark: A real invariant subbundle does not always have a basis whi
h is 
ontinuouson Td.Example: Consider the dis
rete 1-periodi
 
o
y
le X1(θ) :=

(

cos 2πθ − sin 2πθ
sin 2πθ cos 2πθ

)a
ting on R2. Let z1(θ) :=

(

cos πθ
sin πθ

). Then VectR(z1(θ)) is an invariant subbundlefor Xn(θ), sin
e z1(θ + 1) = −z1(θ) for all θ. But z1 is 
ontinuous on 2T and not on
T. Moreover, if z is another fun
tion su
h that for all θ, z(θ) generates VectR(z1(θ)),then there exists a 
ontinuous fun
tion λ bounded away from 0 and su
h that for all θ,
z(θ) = λ(θ)z1(θ). So z(θ + 1) = λ(θ + 1)z1(θ + 1) = −λ(θ + 1)z1(θ), and so z(θ) is
ontinuous on T if and only if for all θ, −λ(θ + 1) = λ(θ). But this implies that thefun
tion λ 
hanges sign, so it takes the value 0 sin
e it is 
ontinuous, whi
h is impossible.Remark: The interse
tion of two (real or 
omplex) subbundles is not ne
essarily asubbundle. For instan
e, in R2, for all θ ∈ T, let V (θ) =

(

1
0

) et W (θ) =

(

cos 2πθ
sin 2πθ

),then V (θ)∩W (θ) = V (θ) if θ = 0 or 1
2

mod 1 and {0} otherwise, so the dimension of theinterse
tion is not independant of θ. However, the following proposition holds:Proposition 2 The interse
tion of two real or 
omplex invariant subbundles is an in-variant subbundle. 7



Proof: Let U, V be two invariant subbundles, then for all t, θ,
X t(θ)(U(θ) ∩ V (θ)) = X t(θ)U(θ) ∩ X t(θ)V (θ) = U(θ + tω) ∩ V (θ + tω)so the interse
tion is invariant.Let us show that it has 
onstant dimension. Let U be an open subset of the torus su
hthat there exists (u1, . . . uk) and (v1, . . . vl) 
ontinuous on U and su
h that for all θ ∈ U ,

(u1(θ), . . . uk(θ)) is a basis of U(θ) and (v1(θ), . . . vl(θ)) a basis of V (θ). For all θ ∈ U , let
M(θ) :=

[

u1(θ) . . . uk(θ) v1(θ) . . . vl(θ)
]the n×(k+l)-matrix whose 
olumns are the ve
tors from the two bases. Let r be the rankof M(θ0) for a �xed θ0 in U . Then there exists a r × r-submatrix of M(θ0) with non-zerodeterminant. This determinant is 
ontinuous in θ, so it is non-zero on a neighbourhood

V of θ0, so, on this neighbourhood, the rank of M(θ) is greater than, or equal to r.Therefore, if d(θ) is the dimension of U(θ) ∩ V (θ), then d(θ) ≤ d(θ0) for all θ ∈ V.Let θ0, φ0 ∈ Td. As we have just seen, there exists a neighbourood U0 of θ0 and aneighbourhood V0 of φ0 su
h that d(θ) ≤ d(θ0) for all θ ∈ U0 and d(φ) ≤ d(φ0) for all
φ ∈ V0. As the orbits of t 7→ θ0 + tω and t 7→ φ0 + tω are dense on the torus, there exists
t, t′ ∈ R su
h that θ0 + tω ∈ V0 and φ0 + t′ω ∈ U0. Invarian
e and invertibility of X t(θ0)imply that d(θ0 +tω) = dim(U ∩V )(θ0 +tω) = dimX t(θ0)(U ∩V )(θ0) = dim(U ∩V )(θ0) =
d(θ0), and analogously d(φ0) = d(φ0 + t′ω). Moreover, as θ0 + tω ∈ V0, d(θ0 + tω) ≤ d(φ0),and analogously d(φ0 + t′ω) ≤ d(θ0). Therefore, d(θ0) = d(φ0). As θ0 et φ0 are arbitrarily
hosen, the dimension of U ∩ V is 
onstant on T

d.Let us now de�ne a lo
al basis of U ∩ V . Let U be a su�
iently small neighbourhoodof θ0 in T
d and (u1, . . . uk) and (v1, . . . vl) two bases for U and V whi
h are 
ontinuouson U . In the neighbourhood of θ0, up to a permutation of the bases, there exists l′ ≤ lsu
h that u1(θ), . . . uk(θ), v1(θ), . . . vl′(θ) is a basis of U(θ) + V (θ). the integer l′ doesnot depend on θ sin
e the dimension of U(θ) ∩ V (θ) is independant of θ. So, for all l′′,

l′ ≤ l′′ ≤ l, there exists a1, . . . ak, b1, . . . bl′ whi
h are 
ontinuous on a neignbourhood of
θ0 su
h that vl′′(θ) =

∑k

i=1 ai(θ)ui(θ) +
∑l′

i=1 bi(θ)vi(θ). Let v̄l′′(θ) :=
∑k

i=1 ai(θ)ui(θ),then v̄l′′(θ) ∈ U(θ) ∩ V (θ), v̄l′′ is 
ontinuous on a neighbourhood of θ0. The ve
tors
(v̄l′+1(θ0), . . . v̄l(θ0)) form a basis of U(θ0)∩V (θ0), therefore v̄l′+1(θ), . . . v̄l(θ) form a basisof U(θ) ∩ V (θ) in a neighbourhood of θ0. �De�nition: A Jordan subbundle of rank k moduloN is a 
omplex invariant subbundlehaving a basis (z1, . . . zk) whi
h is 
ontinuous on NT

d and su
h that there exists α+iβ ∈ Csatisfying for all θ, t,
X t(θ)z1(θ) = et(α+iβ)z1(θ + tω)

X t(θ)z2(θ) = et(α+iβ)z2(θ + tω) + tet(α+iβ)z1(θ + tω)

. . .

X t(θ)zk(θ) = et(α+iβ)

k
∑

i=1

tk−i

(k − i)!
zi(θ + tω)

(14)
8



A Jordan subbundle is a Jordan subbundle modulo 1. The family of fun
tions (z1, . . . zk)is 
alled a Jordan basis, it is not unique. If it is real for all θ, it is 
alled a real Jordanbasis (for a 
omplex Jordan subbundle). The number α + iβ is 
alled an exponent of theJordan subbundle, and also the exponent of the Jordan basis (z1, . . . zk).Remark: An exponent of a Jordan subbundle is not unique, but the exponent of aJordan basis is.If unne
essary, we shall omit to mention the rank of a Jordan subbundle. Noti
e that therank is not supposed to be maximal: if k ≥ 2, a Jordan subbundle of rank k 
ontainsanother Jordan subbundle of rank k − 1.De�nition: An invariant subbundle W of dimension k is redu
ible modulo N if thereexists a basis (z1, . . . zk) of W whi
h is 
ontinuous on NTd and a 
onstant matrix A ofdimension k × k su
h that X t(θ)[z1(θ) . . . zk(θ)] = [z1(θ + tω) . . . zk(θ + tω)]etA for all t, θ.Remark: A Jordan subbundle is a parti
ular type of redu
ible invariant subbundleand GL(n, R)-redu
ibility is equivalent to the existen
e of a de
omposition of Rn intoinvariant redu
ible subbundles.Proposition 3 Let V be a Jordan subbundle modulo N .i) If α+iβ is an exponent for V , then for all m ∈ Zd, α+iβ+2iπ〈ω, m
N
〉 is an exponentfor V .ii) If α+ iβ and α′+ iβ ′ are two exponents for V , then α = α′ and β−β ′ ∈ 2π〈Zd, ω

N
〉.Proof: i) Suppose (z1, . . . zk) is a Jordan basis of V with exponent α + iβ.Let m ∈ Zd. For all 1 ≤ j ≤ k and all θ ∈ NTd, let z′j(θ) = e−2iπ〈 θ

N
,m〉zj(θ). Then theve
tors z′j(θ) form a global basis of V whi
h is 
ontinuous on NTd and for all θ, t and all

j ≤ k,
X t(θ)z′j(θ) = et(α+iβ+2iπ〈m, ω

N
〉)

j
∑

i=1

tj−i

(j − i)!
z′i(θ + tω) (15)so α + iβ + 2iπ〈m, ω

N
〉 is also an exponent of V .ii) Let (v1, . . . vk) and (v′

1, . . . v
′
k) be Jordan bases of V with respe
tive exponents α+iβand α′ + iβ ′.For all θ ∈ NTd, let v′

1(θ) =
∑k

j=1 γj(θ)vj(θ) where γj are 
ontinuous on NTd. Then forall t,
k

∑

j=1

γj(θ)e
t(α+iβ)

j
∑

i=1

tj−i

(j − i)!
vi(θ + tω) = et(α′+iβ′)

k
∑

j=1

γj(θ + tω)vj(θ + tω)As the vj(θ + tω) are linearly independant, in parti
ular
γk(θ)e

t(α+iβ) = et(α′+iβ′)γk(θ + tω)Suppose γk(θ) 6= 0 for some θ ∈ NTd. As γk is bounded, then α = α′. Let tm be anunbounded real sequen
e su
h that tmω → 0 ∈ NTd. Then as m → ∞, sin
e γk(θ) 6= 0,9



tm(β − β ′) → 0 ∈ 2πT. By lemma 1, there exists K ∈ Zd su
h that β − β ′ = 2π〈K, ω
N
〉.If γk is identi
ally zero, then

γk−1(θ)e
t(α+iβ) = et(α′+iβ′)γk−1(θ + tω)and we dedu
e in the same way that β − β ′ = 2π〈K, ω

N
〉 for some K ∈ Z

d. Otherwise,we repeat the argument until we �nd a non zero γj(θ) and dedu
e that for some K ∈ Zd,
β − β ′ = 2π〈K, ω

N
〉. �Remark: • Thus, the exponent of a Jordan subbundle modulo N is well de�nedmodulo 2iπ〈Zd, ω

N
〉. In parti
ular, if β ∈ 2π〈Zd, ω

N
〉, then we 
an assume that β = 0.

• The term "Jordan subbundle" 
omes from the fa
t that if (3) holds for some B inJordan normal form, then the 
olumns of Z(θ)−1 whose indi
es are the same as those ofthe �rst 
olumns of a Jordan blo
k of B with eigenvalue α + iβ form a Jordan basis withexponent α + iβ.Lemma 3 GL(n, C)-redu
ibility modulo N is equivalent to the existen
e of a de
mposi-tion of C
n into Jordan subbundles modulo N . The existen
e of a de
omposition of R

ninto Jordan subbundles modulo N with a real Jordan basis implies GL(n, R)-redu
ibilitymodulo N .Proof: By de�nition, GL(n, C)-redu
ibility of X is the existen
e of a matrix B =






B1 0 0
0 B2 0

0 0
. . . 




, where ea
h Bj is a Jordan blo
k with exponent αj + iβj , and of a
ontinuous fun
tion Z : Td → GL(n, C) su
h that for all θ, t,

X t(θ) = Z(θ + tω)−1etBZ(θ) (16)If z1(θ), . . . zn(θ) are the 
olumns of Z(θ)−1, then (16) is equivalent to the fa
t that forall θ, t, j, if l1, . . . lkj
are the indi
es of the 
olumns 
ontaining Bj ,

X t(θ)zl1(θ) = et(αj+iβj)zl1(θ + tω)

X t(θ)zl2(θ) = et(αj+iβj)zl2(θ + tω) + tet(αj+iβj)zl1(θ + tω)

. . .

X t(θ)zlkj
(θ) = et(αj+iβj)

kj
∑

i=1

tkj−i

(kj − i)!
zi(θ + tω)

(17)
whi
h is also equivalent to the fa
t that if for all j, Vj(θ) = VectC(zl1(θ), . . . zlkj

(θ)), then
Vj is a Jordan subbundle with exponent αj + iβj. Moreover, Vj(θ) are in dire
t sum sin
e
Z(θ)−1 is invertible.In the pre
eding argument, it is 
lear that X is in fa
t GL(n, R)-redu
ible if all Vjhave a real global basis. � 10



Remark: •De
omposition into Jordan subbundles is not always unique. For instan
e,if for all θ, t, X t(θ) = Z(θ + tω)−1etαIdZ(θ), then for any invertible matrix P , X t(θ) =
Z(θ+tω)−1PetαIdP−1Z(θ), so Cn de
omposes into Jordan subbundles of rank 1 generatedby the 
olumns of Z(θ)−1P , where P is arbitrarily 
hosen.

• If a Jordan subbundle has a real Jordan basis with exponent α + iβ (mod2iπ〈Zd, ω〉),then β = 0 (mod2π〈Zd, ω〉). But there exists Jordan subbundles with real exponent
(mod2iπ〈Zd, ω〉) but without a real Jordan basis. A trivial example is the 
onstant Jordansubbundle generated by (

1
i

) with exponent 0 (mod2iπ〈Zd, ω〉) for the identity 
o
y
le.However, the following lemma holds:Lemma 4 Let W be a Jordan subbundle modulo N without a real Jordan basis, z1, . . . zka Jordan basis of W with real exponent α, and for all j ≤ k, uj the real part of zj and
vj its imaginary part. Then U := VectR(u1, . . . uk) and V := VectR(v1, . . . vk) are Jordansubbundles modulo N with exponent α and there exists l, m ≤ k su
h that ul, . . . uk is aJordan basis of U and vm, . . . vk a Jordan basis of V . Moreover, either l or m is equal to1. Proof: For all j, t ∈ R, θ ∈ NTd, as X t(θ) is real, then

X t(θ)uj(θ) = etα
∑

j′≤j

tj−j′

(j − j′)!
uj′(θ + tω)Suppose there exists j ≥ 1, θ0 and λ1, . . . λj−1 ∈ C su
h that uj(θ0) =

∑

i≤j−1 λiui(θ0).Then for all t,
0 = X t(θ0)(uj(θ0) −

∑

i≤j−1

λiui(θ0))

= etα
∑

j′≤j

tj−j′

(j − j′)!
uj′(θ0 + tω) −

∑

i≤j−1

λi

∑

j′≤i

ti−j′

(i − j′)!
uj′(θ0 + tω)

(18)so, dividing by etαtj−1, for all t 6= 0,
0 =

∑

j′≤j

t−j′+1

(j − j′)!
uj′(θ0 + tω) −

∑

i≤j−1

λi

∑

j′≤i

ti−j′−j+1

(i − j′)!
uj′(θ0 + tω)Let θ be any point of NTd. Let ts be an unbounded real sequen
e satisfying tsω → θ− θ0in NTd. Then, as s tends to in�nity,

1

(j − 1)!
u1(θ) = 0Assume by indu
tion that uj′′ is identi
ally 0 for all j′′ stri
tly inferior to some J ≤ j.Then, dividing equation (18) by etαtj−J , for all t 6= 0,11



0 = etα
∑

J≤j′≤j

tJ−j′

(j − j′)!
uj′(θ0 + tω) −

∑

i≤j−1

λi

∑

J≤j′≤i

tJ−j+i−j′

(i − j′)!
uj′(θ0 + tω)) (19)so, with the sequen
e ts above de�ned, if t = ts and taking the limit as s → ∞,

1

(j − J)!
uJ(θ) = 0and so uJ(θ) = 0 for all θ. Therefore, for all θ and all j′ ≤ j, uj′(θ) = 0.Thus, we have shown that there exists l ≤ k so that the fun
tions u1, . . . ul−1 areidenti
ally 0 if l ≥ 2 and (ul, . . . uk) form a global basis of U , whi
h is then a Jordanbasis. We pro
eed exa
tly in the same way to show that there exists m ≤ k su
h that

v1, . . . vm−1 are identi
ally 0 if m ≥ 2 and (vm, . . . vk) form a Jordan basis of V . Moreover,as u1 and v1 
annot be 0 at the same time, then either l or m is equal to 1. �1.3 Properties of Jordan subbundles with a real Jordan basisLet {uj, 1 ≤ j ≤ k} be a real Jordan basis of a Jordan subbundle U modulo N of rank kand real exponent α.Sublemma 1 Every invariant subbundle 
ontained in U is a Jordan subbundle moduloN generated by (u1, . . . uj) for some j ≤ k.Proof: Let W be a non zero invariant subbundle 
ontained in U and u1, . . . uk asabove. For some θ0, let j be the maximal integer lower than k su
h that there exists
∑

j′≤j aj′uj′(θ0) in W (θ0) with aj 6= 0.As W is invariant, for all t ∈ R, X t(θ0)
∑

j′≤j aj′uj′(θ0) ∈ W (θ0 + tω). Now this ve
tor isequal to etα
∑

j′≤j aj′
∑j′

i=1
tj

′
−i

(j′−i)!
ui(θ0 + tω). Dividing by etαtj−1, for all t 6= 0, the ve
tor

∑

j′≤j aj′
∑j′

i=1
tj

′
−j+1−i

(j′−i)!
ui(θ0 + tω) is in W (θ0 + tω). Let θ ∈ NTd and (tk) an unboundedreal sequen
e su
h that tkω → θ − θ0 in NTd. Then, taking the limit as k → ∞,

∑

j′≤j

aj′

j′
∑

i=1

tj
′−j+1−i

k

(j′ − i)!
ui(θ0 + tkω) →

1

(j − 1)!
aju1(θ) ∈ W (θ)So for all θ, u1(θ) ∈ W (θ). Suppose that for all 1 ≤ j′′ ≤ j′, uj′′(θ) ∈ W (θ) for all θ.Then ∑j

i=j′+1 aiui(θ0) ∈ W (θ0) so by invarian
e of W , for all k,
j

∑

i=j′+1

etkα

i
∑

j′′=1

ai

ti−j′′

k

(i − j′′)!
uj′′(θ0 + tkω) ∈ W (θ0 + tkω)and so

j
∑

i=j′+1

etkα

i
∑

j′′=j′+1

ai

ti−j′′

k

(i − j′′)!
uj′′(θ0 + tkω) ∈ W (θ0 + tkω)12



Dividing by etkαtj−j′−1
k , we get

j
∑

i=j′+1

ai

i
∑

j′′=j′+1

ti−j′′+j′−j+1
k

(i − j′′)!
uj′′(θ0 + tkω) ∈ W (θ0 + tkω)and taking the limit as k goes to in�nity, as aj 6= 0, uj′+1(θ) ∈ W (θ). Eventually,

VectC(u1, . . . uj) is 
ontained inW ; therefore, sin
e we assumed j is maximal,VectC(u1, . . . uj)is equal to W . �Sublemma 2 Let W ′ be an invariant subbundle su
h that for all θ ∈ Td, W ′(θ) =
⊕m

i=1 W i(θ) where ea
h W i is a Jordan subbundle modulo N with a real Jordan basis
(wi

1, . . . w
i
li
) with exponent α and suppose uj(θ0) =

∑m

i=1

∑li
l=1 λl

iw
i
l(θ0) for some θ0, thenfor all θ ∈ NTd and all j′ ≤ j, uj′(θ) =

∑m

i=1

∑

1≤j′′≤min(j′,li−j+j′) λj−j′+j′′

i wi
j′′(θ). Inparti
ular, u1(θ) =

∑m

i=1 λj
iw

i
1(θ).Proof: For all t,

0 = X t(θ0)(uj(θ0) −
m

∑

i=1

li
∑

l=1

λl
iw

i
l(θ0))

= etα
∑

j′≤j

tj−j′

(j − j′)!
uj′(θ0 + tω) −

m
∑

i=1

li
∑

l=1

λl
ie

tα

l
∑

l′=1

tl−l′

(l − l′)!
wi

l′(θ0 + tω)

(20)Dividing by etα, we get for all t

0 =
∑

i≤j

tj−j′

(j − j′)!
uj′(θ0 + tω) −

m
∑

i=1

li
∑

l=1

λl
i

l
∑

l′=1

tl−l′

(l − l′)!
wi

l′(θ0 + tω) (21)Let L be the greatest power of t in this expression. Let θ be any point of NTd. Take asequen
e tk → ∞ su
h that tkω → θ − θ0 ∈ NT
d as k → ∞. Suppose �rst that L ≥ j.Then, dividing (21) by tL, and making k go to in�nity,

m
∑

i=1

li
∑

l=L+1

λl
i

1

L!
wi

l−L(θ) = 0 (22)Sin
e wi
l−L(θ) are linearly independant, λl

i = 0 if l ≥ L + 1. Consequently, (21) 
an berewritten
0 =

∑

j′≤j

tj−j′

(j − j′)!
uj′(θ0 + tω) −

m
∑

i=1

L
∑

l=1

λl
i

l
∑

l′=1

tl−l′

(l − l′)!
wi

l′(θ0 + tω) (23)But this 
ontradi
ts the de�nition of L, so the assumption under whi
h L ≥ j is false.Therefore, (21) 
an be rewritten 13



0 =
∑

j′≤j

tj−j′

(j − j′)!
uj′(θ0 + tω) −

m
∑

i=1

min(j,li)
∑

l=1

λl
i

l
∑

l′=1

tl−l′

(l − l′)!
wi

l′(θ0 + tω) (24)Dividing (24) by tj−1, . . . t, repla
ing t by tk and making k go to ∞, we see that for all
1 ≤ j′ ≤ j and all θ ∈ NTd,

uj′(θ) =

m
∑

i=1

∑

l−l′=j−j′

λl
iw

i
l′(θ) =

m
∑

i=1

min(j,li)
∑

l=j−j′+1

λl
iw

i
l−j+j′(θ)

=

m
∑

i=1

min(j′,li−j+j′)
∑

l=1

λl+j−j′

i wi
l(θ) �

(25)
Remark: Coe�
ients λj−j′+j′′

i do not depend on θ.Lemma 5 Let W ′ be an invariant subbundle su
h that for all θ ∈ Td, W ′(θ) =
⊕m

i′=1 W i′(θ)where W i′ are Jordan subbundles modulo N with a real basis (wi′

1 , . . . wi′

li′
) with exponent

α. Then W ′ + U is a dire
t sum of Jordan subbundles modulo N with a real basis.Proof: If U(θ) ∩ W ′(θ) = {0} for all θ, this is trivial.Let us now suppose that this interse
tion is non trivial. It is then equal to some nontrivial invariant subbundle. By sublemma 1, it is generated by u1, . . . uj for some j ≤ k.Assume �rst that dimU ≤ dimWi for all i.By sublemma 2, there exists λ1, . . . λm su
h that for all θ ∈ NTd,
u1(θ) =

m
∑

i=1

λiw
i
1(θ)Let u′

1 = u2 −
∑m

i=1 λiw
i
2,...u′

n−1 = un −
∑m

i=1 λiw
i
n. If u′

1, . . . u
′
n−1 are a basis, sin
e for all

j ≤ n − 1

X t(θ)u′
j(θ) = X t(θ)(uj+1(θ) −

m
∑

i=1

λiw
i
j+1(θ))

=
∑

j′≤j+1

tj−j′

(j − j′)!
(uj′(θ + tω) −

m
∑

i=1

λiw
i
j′(θ + tω))

=
∑

j′≤j

tj−j′

(j − j′)!
u′

j′(θ + tω)

(26)
this means that they are a Jordan basis.If u′

1 is in the spa
e generated by u′
2, . . . u

′
n−1, then we 
arry out the same 
onstru
tion.After �nitely many steps, we have de�ned a Jordan basis for U +

⊕

i Wi.Let now U be of any dimension. We shall pro
eed by indu
tion.14



� If U has dimension 1, it is in
luded in W ′ so the 
on
lusion immediatly follows.� Suppose now that the 
on
lusion holds for any U of dimension ≤ n−1. If now U hasdimension n, write W ′ = W1 ⊕W2 où W1 =
⊕

dimWi<n Wi and W2 =
⊕

dimWi≥n Wi.By the above, W2 + U is the dire
t sum of Jordan subbundles modulo N with areal basis. Then, we add one by one the Wi with dimension < n, and by indu
tionhypothesis we still get a dire
t sum of Jordan subbundles modulo N with a realbasis. �1.4 De
omposition into invariant subbundlesSuppose X is GL(n, C)-redu
ible. Then by lemma 3,
∀θ ∈ T

d, C
n = W1(θ) ⊕ · · · ⊕ Wr(θ)where ea
h Wj is the sum of all the Jordan subbundles with exponent αj + iβj (mod2iπ〈Zd, ω〉).Lemma 6 For all 1 ≤ j ≤ r, there exists 1 ≤ j′ ≤ r su
h that W̄j = Wj′. Moreover,

Wj = W̄j i� βj ∈ π〈Zd, ω〉.Proof: Let v(θ) ∈ Wj(θ) generating a 
omplex invariant subbundle of dimension 1,then for all θ ∈ Td, t ∈ R,
X t(θ)v(θ) = et(αj+iβj)v(θ + tω)and
X t(θ)v̄(θ) = et(αj−iβj)v̄(θ + tω)Write v̄(θ) =

∑r

l=1 γl(θ)wl(θ) with (wl(θ))l=1...r a Jordan basis of C
n and γl 
ontinuousand C-valued. Then there exist polynomials {Pl(t), l = 1, . . . r} su
h that for all t,

X t(θ)v̄(θ) =

r
∑

l=1

γl(θ)e
t(αl+iβl)Pl(t)wl(θ + tω)So

e(αj−iβj)t
r

∑

l=1

γl(θ)wl(θ + tω) =
r

∑

l=1

γl(θ)e
(αl+iβl)tPl(t)wl(θ + tω)Sin
e wl(θ + tω) are linearly independant, for all l,

e(αj−iβj)tγl(θ)wl(θ + tω) = γl(θ)e
(αl+iβl)tPl(t)wl(θ + tω)so if γl(θ) 6= 0, then for all t

wl(θ + tω) = e(αl−αj+i(βj+βl))tPl(t)wl(θ + tω)This implies that αl = αj , Pl is 
onstant equal to 1 and βj = −βl.Let j′ be su
h that wl(θ) ∈ Wj′(θ) for all θ ∈ Td; then W̄j = Wj′.15



Suppose now that Wj = W̄j . Let V1, . . . VRj
be the Jordan subbundles 
ontained in

Wj, and for ea
h Vs, us
1 + ivs

1, . . . u
s
ks

+ ivs
ks

a global basis with exponent α + iβ. Write forall θ the de
omposition us
1(θ)− ivs

1(θ) =
∑

s′≤r,j≤ks′
as′

j (θ)(us′

j (θ) + ivs′

j (θ)), then let X t(θ)a
t on ea
h side; then for all t,
X t(θ)(us

1(θ) − ivs
1(θ)) = et(α−iβ)(us

1(θ + tω) − ivs
1(θ + tω))

= et(α−iβ)
∑

s′≤r,j≤ks′

as′

j (θ + tω)(us′

j (θ + tω) + ivs′

j (θ + tω))

=
∑

s′≤r,j≤ks′

as′

j (θ)X t(θ)(us′

j (θ) + ivs′

j (θ))

=
∑

s′≤r,j≤ks′

as′

j (θ)et(α+iβ)
∑

j′≤j

tj−j′

(j − j′)!
(us′

j′(θ + tω) + ivs′

j′ (θ + tω))

(27)
as us

ks
(θ + tω) + ivs

ks
(θ + tω) is linearly independant from the rest, then

et(α−iβ)as
ks

(θ + tω) = as
ks

(θ)et(α+iβ)when
e, by lemma 1, the fa
t that 2β = 2π〈m, ω〉 for some m ∈ Zd.Conversely, if 2β = 2π〈m, ω〉 for some m ∈ Zd, then Wj is it own 
omplex 
onjugate.
�1.5 Main resultWe get to the proof of theorem 1.Proposition 4 Assume that the 
ontinuous 
o
y
le X is GL(n, C)-redu
ible. Then thereexists a de
omposition of Rn into two invariant subbundles W and W ′ su
h that:� W is a redu
ible subbundle modulo 2, generated by a basis (z1, . . . zs) su
h that forall (θ, t) ∈ 2Td × R, X t(θ)[z1(θ) . . . zs(θ)] = [z1(θ + tω) . . . zs(θ + tω)]eA1t where A1has a real spe
trum;� W ′ is a redu
ible subbundle modulo 1 with a basis (zs+1, . . . zn) su
h that for all

(θ, t) ∈ Td × R,
X t(θ)[zs+1(θ) . . . zn(θ)] = [zs+1(θ + tω) . . . zn(θ + tω)]eA2twith σ(A2)∩ (R+ iπ〈Zd, ω〉\{0}) = ∅ and if α1 + iβ1, α2 + iβ2 ∈ σ(A2), then β1−β2is not in 2π〈Zd, ω〉 \ {0}.Proof: From lemma 3, we get a de
omposition of Cn into 
omplex Jordan subbundles.Let us keep the notations introdu
ed in se
tion 1.4.By lemma 6, there exists a de
omposition Cn = W ⊕ W ′ where W is the dire
t sumof all Wj whi
h are their own 
omplex 
onjugate, W =

⊕r′

j=1 Wj , and W ′ the dire
t sumof all the others: W ′ =
⊕r

j=r′+1 Wj. 16



1. • By lemma 6, W 
ontains exa
tly the Jordan subbundles whose exponent isin R + iπ〈Zd, ω〉. De
ompose again W into WR and WC where WR is the sum of theJordan subbundles having exponent 0 mod 2iπ〈Zd, ω〉, and WC is the sum of the Jordansubbundles whose exponent is in iπ〈Zd, ω〉 \ 2iπ〈Zd, ω〉.For WR, we 
an �nd real Jordan bases with real exponent whi
h are 
ontinuous on Td.Proposition 3 implies that we 
an �nd real exponents for WC, but for bases whi
h are
ontinuous on 2Td and not on Td anymore.
• We will show by indu
tion that there is a de
omposition of ea
h Wj ⊂ WC intoJordan subbundles with a real Jordan basis.Let V1, . . . VRj

be the Jordan subbundles in
luded in Wj . A

ording to lemmas 4 and 5,
(V1+ V̄1)∩R

n is the dire
t sum of two Jordan subbundles modulo 2 with a real basis, sin
eit is the sum of the Jordan subbundle modulo 2 generated by the real parts of the ve
torsin the basis of V1, and of the Jordan subbundle modulo 2 generated by their imaginaryparts.Let W̄ and W̄ ′ be invariant subbundles su
h that there exists k ≥ 2 with W̄ =
(Vk + V̄k) ∩ Rn and that W̄ ′ is a dire
t sum of Jordan subbundles modulo 2 with a realbasis.By lemma 5, W̄ is the dire
t sum of two Jordan subbundles modulo 2, U and V .Using lemma 5 again, U + W̄ ′ is the dire
t sum of Jordan subbundles modulo 2 with areal Jordan basis.Finally, by lemma 5, W̄ + W̄ ′ = V + U + W̄ ′ is the dire
t sum of Jordan subbundlesmodulo 2 with a real basis, whi
h ends the indu
tion.2. In W ′, 
hoose for all r′ + 1 ≤ j ≤ r and for ea
h Jordan subbundle V j

s , s ≤ Rj
ontained in some Wj ⊂ W ′, a Jordan basis with exponent αj + iβj su
h that for all j, j′,
βj − βj′ is not in 2π〈Zd, ω〉 \ {0}. We have already showed that for all j, βj is not in
π〈Zd, ω〉.Let W ′′ be a sum of Jordan subbundles su
h that W ′ = W ′′⊕W̄ ′′. If (u1+iv1, . . . uS

2

+ivS
2

)is the global basis of W ′′ whi
h is the union of all those Jordan bases, then lemma 2 impliesthat (u1(θ), v1(θ), . . . uS
2

(θ), vS
2

(θ)) form a basis of W ′(θ) ∩ Rn for all θ. Moreover,
X t(θ)

[

u1(θ) v1(θ) . . . uS
2

(θ) vS
2

(θ)
]

= [u1(θ+ tω) v1(θ+ tω) . . . uS
2

(θ+ tω) vS
2

(θ+ tω)
]

etA2where σ(A2) = {αj + iβj , r
′ + 1 ≤ j ≤ r}.Let W = WC ∩ Rn and W ′ = WR ∩ Rn ⊕ W ′ ∩ Rn. We have shown the existen
e ofthe required bases (z1, . . . zs) for W and (zs+1, . . . zn) for W ′. �Corollary 1 With the notations of the proposition 4, let Z(θ) =

(

z1(θ) . . . zn(θ)
). Thenfor all θ, t,

X t(θ) = Z(θ + tω)e
t





A1 0
0 A2





Z(θ)−117



This proves theorem 1.2 Redu
ibility in other Lie groupsWe now give the proof of the redu
ibility theorem for the groups SL(n, R), Sp(n, R), O(n)and U(n).2.1 SL(n, R)-redu
ibilityProposition 5 Let X be a 
ontinuous SL(n, R)-valued 
o
y
le whi
h is GL(n, R)-redu
iblemodulo N to a 
o
y
le t 7→ etB. Then B ∈ sl(n, R) and there exists Z̃ : NTd → SL(n, R)su
h that for all t, θ,
X t(θ) = Z̃(θ + tω)−1etBZ̃(θ) (28)so X t(θ) is SL(n, R)-redu
ible modulo N .Proof: Let Z̃(θ) := 1

detZ(θ)
Z(θ). By 
onstru
tion, Z̃ ∈ C0(NTd, SL(n, R)) and for all

θ, t,
etB = Z(θ + tω)X t(θ)Z(θ)−1 (29)so

detZ(θ)

detZ(θ + tω)
etB = Z̃(θ + tω)X t(θ)Z̃(θ)−1 (30)Thus the left-hand side has determinant 1. So

∀t, tr(ln
detZ(θ)

detZ(θ + tω)
I + tB) = 0 (31)As ln detZ(θ)

detZ(θ+tω)
is bounded, then tr(B) = 0 and detZ is 
onstant. Therefore, for all θ, t,
X t(θ) = Z(θ + tω)−1detZetB Z(θ)

detZ
= Z̃(θ + tω)−1etBZ̃(θ) (32)Corollary 2 Let X be a GL(n, C)-redu
ible 
o
y
le. If it is SL(n, R)-valued then it is

SL(n, R)-redu
ible modulo 2.Proof: Apply proposition 4, then proposition 5. �This proves theorem 2 when G = SL(n, R).
18



2.2 Symple
ti
 redu
ibilityProposition 6 If X is Sp(2n, R)-valued and GL(2n, C)-redu
ible, then it is Sp(2n, R)-redu
ible modulo 2.Proof: Let Rn = W ⊕ W ′ as in proposition 4 and Z as in 
orollary 1: for all θ,
Z(θ) = [z1(θ) . . . zn(θ)].Write X t(θ) = Z(θ + tω)CetBC−1Z(θ)−1 with B in Jordan normal form.Let Y (θ) = C∗Z(θ)∗JZ(θ)C. Then the 
oe�
ients yj,k(θ) of Y (θ) satisfy yj,k(θ) =
〈zj(θ), Jzk(θ)〉C where zj(θ) is the j-th 
olumn of Z(θ)C. Sin
e X t(θ)∗JX t(θ) = J ,then for all θ, t,

yj,k(θ) = 〈X t(θ)zj(θ), JX t(θ)zk(θ)〉C (33)Three 
ases are to be 
onsidered:1. yj,k is 
ontinuous on Td;2. zj is 
ontinuous on 2T
d and zk is 
ontinuous on T

d;3. zj and zk are only 
ontinuous on 2Td.Case 1: zj and zk are in W ′. Then for some rj , rk,
yj,k(θ) = 〈et(αj+iβj)

j
∑

i=rj

tj−i

(j − i)!
zi(θ + tω), Jet(αk+iβk)

k
∑

i=rk

tk−i

(k − i)!
zi(θ + tω)〉C

= et(αj+αk+iβj−iβk)

j
∑

i=rj

k
∑

i′=rk

tj−i

(j − i)!

tk−i′

(k − i′)!
〈zi(θ + tω), Jzi′(θ + tω)〉C

= et(αj+iβj+αk−iβk)

j
∑

i=rj

k
∑

i′=rk

tj+k−i−i′

(j − i)!(k − i′)!
yi,i′(θ + tω)

(34)
In parti
ular, if j = rj and k = rk,

yj,k(θ) = et(αj+iβj+αk−iβk)yj,k(θ + tω) (35)Developing into Fourier series, sin
e yj,k is 
ontinuous on T
d, for all m ∈ Z

d,
ŷj,k(m) = et(αj+iβj+αk−iβk)ŷj,k(m)e2iπ〈m,tω〉 (36)Thus, either ŷj,k(m) = 0, or et(αj+iβj+αk−iβk+2iπ〈m,ω〉) = 1 for all t, and then αj + iβj +αk −

iβk +2iπ〈m, ω〉 = 0. But if m 6= 0, this is impossible sin
e βj−βk is not in 2π〈Zd, ω〉\{0}.Therefore, yj,k is 
onstant.For any j, k, it is possible to show, using equations (34) in the appropriate order, that yj,kis 
onstant: equation (34), on
e developed in Fourier series, gives for all m ∈ Zd,19



ŷj,k(m) = et(αj+iβj+αk−iβk)

j
∑

i=rj

k
∑

i′=rk

tj+k−i−i′

(j − i)!(k − i′)!
ŷi,i′(m)e2iπ〈m,tω〉 (37)Assume yi,i′ is 
onstant for all (i, i′) su
h that i < j or i = j, i′ < k. Then, if m 6= 0,

ŷj,k(m) = et(αj+iβj+αk−iβk)ŷj,k(m)e2iπ〈m,tω〉 (38)whi
h again implies that yj,k is 
onstant.Case 2: zj is in W and zk in W ′. Then for some rj , rk,
yj,k(θ) = et(αj+αk−iβk)

j
∑

i=rj

k
∑

i′=rk

tj+k−i−i′

(j − i)!(k − i′)!
yi,i′(θ + tω) (39)In parti
ular, if zj(θ) and zk(θ) generate Jordan subbundles of rank 1, for all θ, t,

yj,k(θ) = et(αj+αk−iβk)yj,k(θ + tω) (40)Developing this into Fourier series, sin
e yj,k is 
ontinuous on 2Td, for all m ∈ Zd,
ŷj,k(m) = et(αj+αk−iβk)ŷj,k(m)e2iπ〈m,tω

2
〉 (41)So, either ŷj,k(m) = 0, or et(αj+αk−iβk+iπ〈m,ω〉) = 1 for all t, whi
h implies that αj + αk −

iβk + iπ〈m, ω〉 = 0. Sin
e βk is not in π〈Zd, ω〉 \ {0}, this is impossible if m 6= 0, so yj,kis 
onstant.For other j, k, (39) implies that yj,k is 
onstant.Case 3: zj and zk are in W. Thus they are in a Jordan basis with real exponent,
ontinuous on 2T
d.If zrj

, . . . zj generate a Jordan subbundle with exponent αj and zrk
, . . . zk generate a Jordansubbundle with exponent αk, then for all θ, t, (39) holds, but with βk = 0.In parti
ular, if zj and zk generate Jordan subbundles of rank 1, for all θ, t,

yj,k(θ) = et(αj+αk)yj,k(θ + tω) (42)Developing into Fourier series again, sin
e yj,k is 
ontinuous on 2Td,
ŷj,k(m) = et(αj+αk)ŷj,k(m)e2iπ〈m,tω

2
〉 (43)Thus yj,k is 
onstant.More generally, for arbitrary j, k, for all m ∈ Zd and all t,

ŷj,k(m) = et(αj+αk)

j
∑

i=rj

k
∑

i′=rk

tj−i

(j − i)!

tk−i′

(k − i′)!
ŷi,i′(m)e2iπ〈m,tω〉 (44)

20



and we 
an use these equations in the appropriate order to show that all the 
oe�
ientsof Y are 
onstant, so Y is 
onstant. This implies that Z(θ)∗JZ(θ) does not depend on θ.
• Let Z̄(θ) = Z(θ)Z(0)−1. Then

Z̄(θ)∗JZ̄(θ) = (Z(0)−1)∗Z(θ)∗JZ(θ)(Z(0)−1) = J (45)sin
e Z∗JZ is 
onstant. Moreover, Z̄ is real, so it is Sp(2n, R)-valued. It is 
ontinuouson 2Td. Finally, for all θ, t,
X t(θ) = Z(θ + tω)etAZ(θ)−1where A =

(

A1 0
0 A2

) thus
X t(θ) = Z̄(θ + tω)etZ(0)AZ(0)−1

Z̄(θ)−1 (46)and therefore, X is Sp(2n, R)-redu
ible modulo 2. �This proves theorem 2 when G = Sp(2n, R).2.3 Orthogonal groupProposition 7 Let X be a GL(n, C)-redu
ible 
o
y
le. If it is O(n)-valued, then it is
O(n)-redu
ible modulo 2.Proof: It is possible to 
arry out exa
tly the same proof as for proposition 6, butde�ning Y (θ) as C∗Z(θ)∗Z(θ)C and not as C∗Z(θ)∗JZ(θ)C anymore. This way, its
oe�
ients are yj,k(θ) = 〈zj(θ), zk(θ)〉C = 〈X t(θ)zj(θ), X

t(θ)zk(θ)〉C; sin
e X is bounded,all the Jordan subbundles have rank 1, thus the 
oe�
ients yj,k satisfy equations (35), (40)and (42) with αj = αk = 0. We show in exa
tly the same way that they are 
onstant,then de�ne a fun
tion Z̄ whi
h is 
ontinuous on 2Td and O(n)-valued and su
h that
X t(θ) = Z̄(θ + tω)etAZ̄(θ)−1 for some 
onstant matrix A and for all t, θ. �This proves theorem 2 when G = O(n).2.4 U(n)-redu
ibilityProposition 8 Assume that the 
ontinuous 
o
y
le X is U(n)-valued and GL(n, C)-redu
ible. Then X is U(n)-redu
ible.Proof: By lemma 3, there is a de
omposition of Cn into Jordan subbundles. Sin
ethe 
o
y
le X is U(n)-valued, it is bounded, so all Jordan subbundles have rank 1 anda purely imaginary exponent. Let z1, . . . zn be 
ontinuous on Td, ea
h one generating aJordan subbundle, 
hosen in su
h a way that the di�eren
e of two exponents 
annot bein 2iπ〈Zd, ω〉 \ {0}. Let Z(θ) be the matrix whose 
olumns are z1(θ), . . . zn(θ); then thereis a diagonal matrix D with 
oe�
ients iβ1, . . . iβn su
h that for all θ, t,21



X t(θ) = Z(θ + tω)etDZ(θ)−1Let Y (θ) = Z(θ)∗Z(θ), then the 
oe�
ients yj,k of Y satisfy
yj,k(θ) = eit(βj−βk)yj,k(θ + tω) (47)Developing into Fourier series, for all n ∈ Zd,

ŷ(n)j,k = eit(βj−βk)ŷ(n)j,k (48)By 
onstru
tion, βj − βk is either 0 or is not in 2π〈Zd, ω〉, so Y is 
onstant equal to
Z(0)∗Z(0). Thus, if Z̄(θ) := Z(θ)Z(0)−1, then Z̄(θ) ∈ U(n) and

X t(θ) = Z̄(θ + tω)etZ(0)DZ(0)−1

Z̄(θ)−1 (49)Therefore X is U(n)-redu
ible. �This 
ompletes the proof of theorem 2.3 Dis
rete 
o
y
lesWe now want to adapt these results to dis
rete 
o
y
les. In all this se
tion, we shallassume that (ω, 1) is rationally independant.De�nition: Let ω̄ ∈ RD; X is a 
ontinuous (resp. dis
rete) 
o
y
le over ω̄ if itis de�ned on TD × R (resp. TD × Z) and for all θ̄ ∈ TD, t, s ∈ R (resp. t, s ∈ Z),
X t+s(θ̄) = X t(θ̄ + sω̄)Xs(θ̄).Remark: The 
o
y
les we studied in the previous se
tions are all over ω. But totalk about a dis
rete 
o
y
le over ω, it is ne
essary to assume that (ω, 1) is rationallyindependant. Noti
e that if a 
ontinuous 
o
y
le X over (ω, 1) is G-redu
ible, then itsrestri
tion to integer time and to the d-dimensional subtorus T := {(θ, 0), θ ∈ Td} is adis
rete 
o
y
le over ω whi
h is G-redu
ible. Indeed, let Z : Td → G and B ∈ G su
hthat

X t(θ) = Z(θ + t(ω, 1))−1etBZ(θ) (50)It is enough to restri
t this expression to integer time and to the subtorus T to get
G-redu
ibility for the dis
rete 
o
y
le (n, θ) 7→ Xn(θ, 0).3.1 G-exponential dis
rete 
o
y
lesGiven a dis
rete G-valued 
o
y
le X, we want to de�ne a suspension of X, i.e a 
ontinuous
G-valued 
o
y
le whose restri
tion to integer times and possibly to a subtorus 
oin
ideswith the initial 
o
y
le. But this 
annot be done if X takes its values in two di�erent
onne
ted 
omponents of G, nor if θ 7→ X1(θ) is not homotopi
 to the identity in G (sin
ethe suspension would be a homotopy). However, if there is a G-valued fun
tion A whi
h22



is 
ontinuous on Td su
h that for all θ, X1(θ) = eA(θ), then we 
an de�ne a 
ontinuous
G-valued 
o
y
le whose restri
tion to integer time and to a subtorus 
oin
ides with X:this will be done in the following proposition. Re
all the de�nition:De�nition: A dis
rete 
o
y
le X is 
alled G-exponential if there exists a G-valuedfun
tion A, 
ontinuous on Td, su
h that X1(θ) = eA(θ) for all θ.Proposition 9 Let X be a dis
rete G-exponential 
o
y
le over ω. Then there exists a
ontinuous 
o
y
le X̃ : R×Td ×T → G, (t, θ, θ′) 7→ X t(θ, θ′) over (ω, 1) whose restri
tionto t ∈ Z and {θ′ = 0} 
oin
ides with X.Proof: By assumption, there exists a G-valued fun
tion A, 
ontinuous on Td, su
hthat for all θ, X1(θ) = eA(θ).For all (θ, θd+1) ∈ T

d × [0, 1[, let B(θ, θd+1) = φ(θ, θd+1)A(θ − θd+1ω) where φ is a realfun
tion 
ontinuous on Td × [0, 1[ with support 
ontained in Td × [1
4
, 3

4
] su
h that

∫ 1

0

φ(θ + sω, θd+1 + s)ds = 1and for all n ∈ Z, B(θ, θd+1 +n) = B(θ, θd+1). So de�ned, B is 
ontinuous on Td ×R andperiodi
 in θd+1. Let B̄ be the 
ontinuous fun
tion on T
d+1 whi
h we obtain by takingthe quotient.Let (t, θ, θd+1) 7→ X̃ t(θ, θd+1) be the 
ontinuous 
o
y
le satisfying

d

dt
X̃ t(θ, θd+1) = B̄(θ + tω, θd+1 + t)X̃ t(θ, θd+1)This 
o
y
le is G-valued. Sin
e ∫ t

0
B̄(θ+sω, θd+1 +s)ds 
ommutes with B̄(θ+ tω, θd+1 + t)for all θ, t, we 
an 
ompute X̃ t(θ, θd+1):

∀t, θ, θd+1, X̃ t(θ, θd+1) = exp(

∫ t

0

φ(θ + sω, θd+1 + s)dsA(θ − θd+1ω))Thus, for all θ ∈ Td,
X̃1(θ, 0) = exp(A(θ)) = X1(θ)and for n ∈ N, n ≥ 1,

X̃n(θ, 0) = X̃1(θ + (n − 1)ω, n − 1) . . . X̃1(θ, 0) = X1(θ + (n − 1)ω) . . .X1(θ) = Xn(θ)and for n ∈ Z, n ≤ −1,
X̃n(θ, 0) = X̃−n(θ + nω, n)−1 = X̃−n(θ + nω, 0)−1 = X−n(θ + nω)−1 = Xn(θ)when
e the proposition. �Remark: It is possible to show that if θ 7→ X1(θ) is homotopi
 to the identity, whi
his weaker than supposing that X is G-exponential, then there exists a 
ontinuous 
o
y
le23



whose restri
tion to integer time 
oin
ides with X. However, this 
o
y
le is not G-valuedanymore.De�nition: The 
ontinuous 
o
y
le X̃ de�ned this way is 
alled a suspension of X.We shall show that GL(N, C)-redu
ibility of a dis
rete G-exponential 
o
y
le implies
GL(N, C)-redu
ibility of its suspension.Proposition 10 Let X̃ be the suspension of a dis
rete 
o
y
le X whi
h is GL(N, C)-redu
ible. Then X̃ is GL(N, C)-redu
ible.Proof: Let Z ∈ C0(Td, GL(N, C)) and A ∈ GL(N, C) su
h that

Xn(θ) = Z(θ + nω)−1AnZ(θ)for all θ, n. There exists B ∈ gl(N, C) su
h that
Xn(θ) = Z(θ + nω)−1enBZ(θ)Let us de�ne, for all θ ∈ Td, Z̃(θ, 0) := Z(θ), and for all t ∈ R,

Z̃((θ, 0) + t(ω, 1)) = etBZ̃(θ, 0)X̃ t(θ, 0)−1Thus, for all (θ, θd+1) ∈ T
d+1,

Z̃(θ, θd+1) = Z̃((θ − θd+1ω, 0) + θd+1(ω, 1)) = eθd+1BZ(θ − θd+1ω, 0)X̃θd+1(θ − θd+1ω, 0)−1The map (θ, θd+1) 7→ Z̃(θ, θd+1) is periodi
 in θ and for all θ, θd+1,
Z̃(θ, θd+1 + 1) = e(θd+1+1)BZ(θ − (θd+1 + 1)ω, 0)X̃(θd+1+1)(θ − (θd+1 + 1)ω, 0)−1

= eθd+1BeBZ(θ − (θd+1 + 1)ω, 0)X̃1(θ − (θd+1 + 1)ω, 0)−1X̃θd+1(θ − θd+1ω, 1)−1

= eθd+1BZ(θ − θd+1ω, 1)X̃θd+1(θ − θd+1ω, 1)−1

= eθd+1BZ(θ − θd+1ω, 0)X̃θd+1(θ − θd+1ω, 0)−1 = Z̃(θ, θd+1)

(51)so Z̃ is periodi
 in θd+1. Moreover, for all θ, θd+1, t,
X̃ t(θ, θd+1) = X̃ t+θd+1(θ − θd+1ω, 0)X̃θd+1(θ − θd+1ω, 0)−1

= Z̃((θ − θd+1ω, 0) + (t + θd+1)(ω, 1))−1e(t+θd+1)BZ̃(θ − θd+1ω, 0)

Z̃(θ − θd+1ω, 0)−1e−θd+1BZ̃((θ − θd+1ω, 0) + θd+1(ω, 1))

= Z̃((θ, θd+1) + t(ω, 1))−1etBZ̃(θ, θd+1)

(52)when
e the GL(N, C)-redu
ibility of X̃. �Now we 
an form the analogue, for dis
rete time, if X is a G-exponential 
o
y
le, ofpropositions 4, 5, 6, 7 and 8. They 
ome as 
orollaries of the above.24



Proposition 11 Let X a dis
rete G-exponential 
o
y
le where G is within GL(N, R),
SL(N, R), Sp(N, R), SO(N), SU(N) and GL(N, C)-redu
ible. Then X is G-redu
iblemodulo χG, with

χG =

{

2 if G = GL(N, R), SL(N, R), Sp(N, R) or G = SO(N)
1 if G = SU(N)Proof: Let X̃ be a suspension of X. By proposition 10, X̃ is GL(N, C)- redu
ible.Moreover, X̃ is G-valued, so by propositions 4, 5, 6, 7 and 8, X̃ is G-redu
ible modulo χGwith χG = 2 if G = GL(N, R), SL(N, R), Sp(N, R) or SO(N) and χG = 1 if G = SU(N).Thus, X is G-redu
ible modulo χG. �3.2 General 
aseIt is possible to extend theorems 1 and 2 to all dis
rete 
o
y
les, without even assumingthat their values are in a 
onne
ted Lie group, be
ause the proof of the theorems 1 and2 does not essentially use the fa
t that time is 
ontinuous.The de�nition of a subbundle is the same as in se
tion 1.2. If X is a dis
rete 
o
y
le,an invariant subbundle is a subbundle su
h that for all n ∈ Z and all θ ∈ Td, Xn(θ)V (θ) =

V (θ + nω). We de�ne a Jordan subbundle of rank k modulo N , a Jordan subbundle andits exponents in the same way as in se
tion 1.2, but now t varies in Z and not in Ranymore. We show in the same way, using part 2. of lemma 1, that the exponent of aJordan subbundle modulo N is well-de�ned modulo 2iπ〈Zd+1, (ω,1)
N

〉. Lemmas 3, 5 and 6still hold in the dis
rete 
ase, but lemma 6 will be reformulated as follows:Lemma 7 For all 1 ≤ j ≤ r, there exists 1 ≤ j′ ≤ r su
h that W̄j = Wj′. Moreover,
Wj = W̄j i� βj ∈ π〈Zd, (ω, 1)〉.Proposition 4 
an be reformulated in an analogous way:Proposition 12 If X is a real dis
rete 
o
y
le whi
h is GL(n, C)-redu
ible, then there isa de
omposition R

n = W ⊕ W ′ where� W is redu
ible subbundle modulo 2 with a basis z1, . . . zr su
h that for all (θ, t) ∈
Td ×Z, X t(θ)[z1(θ) . . . zr(θ)] = [z1(θ + tω) . . . zr(θ + tω)]etA1 where A1 is a matrixwith real spe
trum;� W ′ is a redu
ible subbundle modulo 1 with a basis zr+1, . . . zn su
h that for all θ, t,
X t(θ)[zr+1(θ) . . . zn(θ)] = [zr+1(θ + tω) . . . zn(θ + tω)]etA2 where σ(A2) ∩ R +
iπ〈Zd+1, (ω, 1)〉 \ {0} = ∅ and if α1 + iβ1, α2 + iβ2 ∈ σ(A2), then β1 − β2 is notin 2π〈Zd+1, (ω, 1)〉 \ {0}.The proof is exa
tly the same as in proposition 4.Proposition 13 If X is a dis
rete SL(n, R)-valued 
o
y
le whi
h is GL(n, R)-redu
ible,then it is SL(n, R)-redu
ible modulo 2. 25



Again, the proof is the same as in proposition 5, ex
ept that t varies in Z and not in Ranymore.Proposition 14 If X is a dis
rete Sp(n, R)-valued (resp. O(n)-valued) 
o
y
le whi
h is
GL(n, C)-redu
ible (resp. GL(n, C)-redu
ible), then it is Sp(n, R)-redu
ible (resp. O(n)-redu
ible) modulo 2.The proof is exa
tly as in propositions 6 and 7, be
ause the fa
t that t varies in Z andnot in R does not 
hange the 
on
lusions (we use the se
ond part of lemma 1).Proposition 15 If X is a dis
rete U(n)-valued 
o
y
le whi
h is GL(n, C)-redu
ible, then
X is U(n)-redu
ible.The proof is essentially the same as in the 
ontinuous 
ase.Propositions 12, 13, 14 and 15 together give theorem 3.4 Appli
ationsThe pre
eding se
tions enable us to 
omplete some other results on the full-measureredu
ibility of a generi
 one-parameter family of 
o
y
les.De�nition: ω ∈ Rd is diophantine with 
onstant κ and exponent τ , denoted by
ω ∈ DC(κ, τ), if for all n ∈ Zd, |〈n, ω〉| > κ

|n|τ
.De�nition: Let Λ be an interval of R and A ∈ C∞(Λ, gl(n, C)) a one-parameter familyof matri
es; we say A satis�es the non-degenera
y 
ondition ND(r, χ) on an interval Λ ifthere exists r ∈ Z+ and χ > 0 su
h that for all λ ∈ Λ, for all u ∈ R, supl≤r |

∂lg(λ,u)
∂λl | > χwhere

g(λ, u) =
∏

αi(λ),αj(λ)∈σ(A(λ)),i6=j

(αi(λ) − αj(λ) − iu)De�nition: Let Λ an interval of R, denote for h, δ > 0 by F the set of the fun
tionsde�ned on {z ∈ C, |Imz| < h} × {x ∈ R, d(x, Λ) < δ}, holomorphi
 in the �rst variableand periodi
 on the real axis.Let
Cω

h,δ(T
d × Λ) = {f ∈ F | |f |h,δ := sup

|Imx|<h,d(z,Λ)<δ

|f(x, z)| < +∞}Finally, let Cω
h,δ(T

d × Λ,G) the set of G-valued maps ea
h 
omponent of whom is in
Cω

h,δ(T
d × Λ).
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4.1 Full-measure redu
ibility in the symple
ti
 
aseIn [5℄, H.He and J.You 
laim the following:Theorem 4 Suppose ω ∈ DC(κ, τ). Let A ∈ C∞(Λ, gl(n, C)) a one-parameter familyof matri
es satisfying the non-degenera
y 
ondition ND(r, χ) on an interval Λ. Thereexists ǫ0 > 0 depending on κ and τ , and there exists h, δ, su
h that if F ∈ Cω
h,δ(T

d ×
Λ, gl(n, C)), |F |h,δ ≤ ǫ0, then for almost every λ ∈ Λ, the 
o
y
le satisfying

∂ωX(θ) = (A(λ) + F (θ, λ))X(θ)is GL(n, C)-redu
ible.Let us also assume that A(λ) ∈ sp(2n, R) for all λ ∈ Λ and F ∈ Cω
h,δ(T

d×Λ, sp(2n, R)).Then, as a 
orollary of proposition 6 and of H.He and J.You's result, we 
an reformulatethe above in the symple
ti
 
ase:Corollary 3 Suppose ω ∈ DC(κ, τ). Let A(λ) be a one-parameter family of matri
esin sp(2n, R) satisfying the non-degenera
y 
ondition ND(r, χ) on an interval Λ. Thereexists ǫ0 > 0 depending on κ, τ , and there exists h, δ, su
h that if F ∈ Cω
h,δ(T

d ×
Λ, sp(2n, R)), |F |h,δ ≤ ǫ0, then for almost all λ ∈ Λ, the 
o
y
le satisfying

∂ωX(θ) = (A(λ) + F (θ, λ))X(θ)is Sp(2n, R)-redu
ible modulo 2.4.2 Full-measure redu
ibility in a 
ompa
t semi-simple groupIn [8℄, R.Krikorian proved the following theorem:Suppose ω ∈ DC(κ, τ). Let A be a generi
 element of a 
ompa
t semi-simple group
G, r > 0 and Λ an interval of R. There exists ǫ0 > 0 depending on κ, τ, Λ, A, ω, r su
hthat if F ∈ Cω

r (Td,G) and |F |r ≤ ǫ0, then for almost all λ ∈ Λ, the 
o
y
le satisfying
∂ωX(θ) = (λA + F (θ))X(θ)is G-redu
ible modulo an integer χG depending only on G. If G = U(n), then χG = 1.As a 
orollary of H.He and J.You's result and of proposition 7, we know as well thatif G = O(n), then χG = 2.4.3 Does one have full-measure redu
ibility modulo 1 in any Liegroup?We �rst point out the following:Proposition 16 If X is a 
ontinuous G-valued 
o
y
le whi
h is GL(n, C)-redu
ible toa 
o
y
le t 7→ etB su
h that the eigenvalues of B are not in R + iπ〈Zd, ω〉, then X is

G-redu
ible. 27



Proof: In the notations of se
tion 1, there is a de
omposition of Rn into invariantsubbundles W1⊕· · ·⊕Wr, ea
h Wj , j ≤ r being the sum of all Jordan subbundles with thesame exponent. By assumption on the eigenvalues of B, none of the subbundles Wj is itsown 
omplex 
onjugate. For all j, let (uj
1+ivj

1, . . . u
j
kj

+ivj
kj

) be a global basis of Wj . Then
(uj

1, v
j
1, . . . u

j
kj

, vj
kj

) is a global basis of (Wj + W̄j) ∩ Rn. For all θ, let Z(θ) be the matrixwhose 
olumns are (uj
1(θ), v

j
1(θ), . . . u

j
kj

(θ), vj
kj

(θ), 1 ≤ j ≤ r), then Z is 
ontinuous on Tdand GL(n, R)-valued and for all θ, t, there exists B̃ su
h that X t(θ) = Z(θ+tω)etB̃Z(θ)−1,so X is GL(n, R)-redu
ible modulo 1.If G = GL(n, R), the proof is �nished. If G = SL(n, R), Sp(n, R) or O(n), we doexa
tly as in the proof of 5, 6 and 7, but sin
e, by assumption, only the 
ase 1 
anhappen, one gets G-redu
ibility modulo 1. �Question: Let A(λ) be a G-valued one-parameter family satisfying a non-degenera
y
ondition for all λ ∈ Λ and F ∈ Cω
h,δ(T

d × Λ) su�
iently small. Theorem 4 tells that the
o
y
le Xλ satisfying
X ′

λ(t, θ) = (A(λ) + F (θ, λ))Xλ(t, θ)is GL(n, C)-redu
ible for almost all λ to t 7→ etBλ . Is it true that for almost all λ, theeigenvalues of Bλ are not in R + iπ〈Zd, ω〉? If it were the 
ase, Xλ would be G-redu
iblemodulo 1 for almost every λ.Referen
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