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ABSTRACT

Context . The consortium of the Spectro-Polarimetric High-contrast Exoplanet REsearch installed at the Very Large Telescope
(SPHERE/VLT) has been operating its guaranteed observation time (260 nights over five years) since February 2015. The main
part of this time (200 nights) is dedicated to the detection and characterization of young and giant exoplanets on wide orbits.
Aims. The large amount of data must be uniformly processed so that accurate and homogeneous measurements of photometry and
astrometry can be obtained for any source in the field.
Methods. To complement the European Southern Observatory pipeline, the SPHERE consortium developed a dedicated piece of soft-
ware to process the data. First, the software corrects for instrumental artifacts. Then, it uses the speckle calibration tool (SpeCal) to
minimize the stellar light halo that prevents us from detecting faint sources like exoplanets or circumstellar disks. SpeCal is meant to
extract the astrometry and photometry of detected point-like sources (exoplanets, brown dwarfs, or background sources). SpeCal was
intensively tested to ensure the consistency of all reduced images (cADI, Loci, TLoci, PCA, and others) for any SPHERE observing
strategy (ADI, SDI, ASDI as well as the accuracy of the astrometry and photometry of detected point-like sources.
Results. SpeCal is robust, user friendly, and efficient at detecting and characterizing point-like sources in high contrast images. It
is used to process all SPHERE data systematically, and its outputs have been used for most of the SPHERE consortium papers to
date. SpeCal is also a useful framework to compare different algorithms using various sets of data (different observing modes and
conditions). Finally, our tests show that the extracted astrometry and photometry are accurate and not biased.

Key words. instrumentation: high angular resolution – methods: observational – techniques: image processing –
planets and satellites: detection

1. Introduction

The Spectro-Polarimetric High-contrast Exoplanet REsearch
(SPHERE; Beuzit et al. 2008) is a facility-class instrument at
the Very Large Telescope (VLT) dedicated to directly imaging
and spectroscopically characterizing exoplanets and circumstel-
lar disks. It combines a high-order adaptive-optics system with

? Based on observations collected at the European Organisation for
Astronomical Research in the Southern Hemisphere under ESO pro-
gramme 097.C-0865.

diverse coronagraphs. Three instruments are available: an
infrared dual-band imager (IRDIS, Dohlen et al. 2008), an in-
frared integral field spectrometer (IFS, Claudi et al. 2008),
and a visible imaging polarimeter (Zimpol, Thalmann et al.
2008).

Since first light in May 2014, SPHERE has been per-
forming well in all observational modes, enabling numerous
follow-up studies of known sub-stellar companions to stars and
circumstellar disks as well as new discoveries (e.g., Boccaletti
et al. 2015; de Boer et al. 2016; Ginski et al. 2016; Lagrange
et al. 2016; Maire et al. 2016a, 2017; Mesa et al. 2016, 2017;
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Perrot et al. 2016; Vigan et al. 2016; Zurlo et al. 2016; Chauvin
et al. 2017; Bonnefoy et al. 2017; Feldt et al. 2017; Samland et
al. 2017). The good performance to date results from the stabil-
ity of the instrument over time and a dedicated and sophisticated
software for data reduction.

The SPHERE reduction software uses the data reduction
handling pipeline (DRH, Pavlov et al. 2008) that was delivered
to ESO with the instrument as well as upgraded tools optimized
using the first SPHERE data to derive accurate spectrophoto-
metric and astrometric calibrations (Mesa et al. 2015; Maire et
al. 2016b). The software that is implemented at the SPHERE
data center (Delorme et al. 2017a) first assembles tens to thou-
sands of images or spectra into calibrated datacubes, removing
or correcting for instrumental artifacts. This includes image pro-
cessing steps such as flat-fielding, bad pixels, background, frame
selection, anamorphism correction, true north alignment, frame
centring, and spectral transmission. The outputs of these first
steps are temporal and spectral sequences of images organized
in datacubes with four dimensions hereafter: coronagraphic im-
ages and the associated point-spread functions (PSF). Then, the
software uses the speckle calibration tool (SpeCal) written in the
IDL language and described in this paper. SpeCal was devel-
oped in the context of the SpHere INfrared survey of Exoplanets
(SHINE), which is the main part of the SPHERE guaranteed ob-
servation time (GTO) and is now used to process all SPHERE
data obtained with IRDIS and IFS systematically. SpeCal uses
data processing algorithms proposed in the literature. Data from
the Zurich imaging polarimeter (ZIMPOL) will be implemented
in the future.

In Sect. 2, we describe the algorithms that SpeCal uses to op-
timize the exoplanet detection, while in Sect. 3 we explain how
SpeCal algorithms estimate the astrometry and photometry of
point-like sources like exoplanets or brown dwarfs. To address
the accuracies of the data reduction in terms of astrometry and
photometry we use SpeCal to reduce two sequences recorded
with IRDIS (Sect. 4) and IFS (Sect. 5) during the SPHERE guar-
anteed time observations.

2. Calibration of the speckle pattern

2.1. Differential imaging strategies

Current high contrast imaging instruments dedicated to exo-
planet detection combine an adaptive optics system to com-
pensate for the atmospheric turbulence and coronagraphs to
attenuate the flux of the central bright source (i.e. the star).
Because the adaptive optics system is not perfect and because
of aberrations in the optics of the telescope and instrument,
part of the stellar light reaches the science detector, creat-
ing spatial interference patterns called speckles. The speckles
mimic images of off-axis point-like sources, especially in nar-
row band filters. Other factors let stellar light go through the
coronagraph preventing the detection of faint sources in the
raw data: chromatism of the coronagraph, atmospheric disper-
sion, diffraction effects from the secondary mirror and from spi-
ders, low wind effect, and so on. Hereafter, for convenience,
the stellar speckle pattern will refer to any type of stellar
light that reaches the detector even if it is not in the form of
speckles.

Strategies that are routinely used to discriminate exoplanet
images from the stellar speckle pattern include angular differen-
tial imaging (ADI, Marois et al. 2006), dual-band imaging, and
spectral differential imaging (SDI, Rosenthal et al. 1996; Racine
et al. 1999; Marois et al. 2004; Thatte et al. 2007), reference

differential imaging (RDI, Beuzit et al. 1997), and polarization
differential imaging (PDI, Baba & Murakami 2003; Baba et al.
2005). Each strategy relies on specific assumptions about the
speckle pattern, and the efficiency of extracting the planet sig-
nal from the speckle pattern is directly related to the strengths
and limitations of these assumptions. When using ADI, we as-
sume most of the optical aberrations come from planes that are
optically conjugated to the pupil plane and remain static in the
course of the observation. Keeping the pupil orientation fixed
(pupil tracking mode), we record a sequence of images that
show a stable speckle pattern while the field of view, includ-
ing an off-axis exoplanet image, rotates around the central star.
Using dual-band imaging, we assume the spectrum of the star
(and so, the speckles) is different from the exoplanet spectrum.
Using SDI, we assume the speckles are induced by an achro-
matic optical path difference in a pupil plane so that we can
predict the evolution of the phase aberrations that induce the
speckles with wavelength. Using RDI, we observe several simi-
lar stars with a similar instrumental set-up assuming the speckle
pattern is stable in time. Finally, the PDI technique assumes that,
unlike the star light, the light coming from the planet is polar-
ized. For each strategy, several algorithms exist to process the
data.

The SPHERE instrument can record coronagraphic images
simultaneously in two spectral filters using the IRDIS subsystem
for dual-band imaging (Vigan et al. 2010) or in 39 narrow spec-
tral channels using the IFS for SDI (Zurlo et al. 2014; Mesa et
al. 2015). During the observations, ADI, dual-band imaging, and
SDI can be used so that the SPHERE instrument records four-
dimensional datacubes, called I(x, y, θ, λ): two spatial dimensions
(x, y, sky coordinates), one angular dimension (θ, orientation with
respect to the north direction, which evolves with time in pupil
tracking mode), and one spectral dimension (λ, wavelength). In
the rest of the paper, we use “spectral channel” to refer to the
spectral dimension, and “angular channel” to refer to the angu-
lar dimension. Also, we use SDI for both SDI and dual-band
imaging.

The SpeCal tool was developed so that all the SHINE
SPHERE GTO data can be uniformly processed. We remind
readers that this tool uses data processing techniques that were
previously proposed in the literature. The interest of the tool is
that all these techniques have been tested on several datasets
to ensure that all the products are consistent (contrast curves,
measurements of astrometry, and photometry of detected point-
like sources). SpeCal can process data recorded using ADI,
SDI, RDI, or the combination of ADI and SDI that is called
ASDI hereafter (see Table 1). When SDI or ASDI is chosen, the
frames I(x, y, θ, λ) are spatially scaled with wavelength to com-
pensate for the spectral dispersion of the speckle position and
size, the reference wavelength being the shortest one. The result-
ing frames are called Is(x, y, θ, λ). The scaling changes the spa-
tial sampling. An inverse scaling is performed at the end of the
data processing. The ASDI option usually minimizes the speckle
pattern more efficiently but it can strongly bias the photometry
of the objects that are detected, as demonstrated in Maire et al.
(2014) and Rameau et al. (2015).

Numerous algorithms were proposed to minimize the speckle
pattern in coronagraphic images so that point-like sources (e.g.,
exoplanets) or extended sources (e.g., circumstellar disks) can
be detected. SpeCal offers several algorithms depending on the
observing strategy: classical ADI (cADI, Marois et al. 2006),
classical reference differential imaging (cRDI), subtraction of
a radial profile (radPro), locally optimized combination of im-
ages (Loci, Lafrenière et al. 2007), LociRDI, template-Loci
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Table 1. Acronyms of the strategies of observation.

ADI Angular differential imaging
SDI Spectral differential imaging
PDI Polarization differential imaging
RDI Reference differential imaging
ASDI Simultaneous ADI and SDI

(TLoci, Marois et al. 2014), principal component analysis (PCA,
Soummer et al. 2012; Amara & Quanz 2012), and classical
averaging with no subtraction (ClasImg). The objective of each
algorithm, except ClasImg, is the determination of one speckle
pattern A(x, y, θ, λ) that is then subtracted from I(x, y, θ, λ) to
obtain a datacube R(x, y, θ, λ) where the stellar intensity is
reduced:

R(x, y, θ, λ) = I(x, y, θ, λ) − A(x, y, θ, λ). (1)

The pattern A can be a function of the spectral dimension, of the
angular dimension, and of the sky coordinates.

In the ADI cases, once the A pattern is subtracted, all frames
of R are rotated to align their north axis. In the SDI case, the
R frames are spatially scaled to recover the initial sampling. In
the ASDI case, the R frames are both spatially scaled and ro-
tated. Then, the frames are mean-combined to sum up the off-
axis source signal. The result is a datacube Ifinal(x, y, λ). SpeCal
also uses a median combination of the R frames. Hence, there
are two final images for each spectral channel.

The following sections describe how SpeCal calculates the A
pattern for each algorithm, the acronyms for which are given in
Table 2.

2.2. Classical averaging

SpeCal can provide the average and median combinations of the
rotated R frames using A = 0. This algorithm (ClasIm) can be
useful to optimize the signal-to-noise (S/N) ratio of detections in
parts of the image that are dominated by background instead of
speckles.

2.3. cADI

In classical ADI, SpeCal averages the cube of frames over the
angular dimension for each spectral channel (λ):

Aa(x, y, λ) = 〈(I(x, y, θ, λ)〉θ. (2)

Equation (1) is applied and the R frames are rotated and then
averaged to produce one final image Ifinal,a per spectral channel.

SpeCal can also remove the median of the frames instead of
the average:

Am(x, y, λ) = (median(I(x, y, θ, λ))θ. (3)

Then, it uses Am in Eq. (1), rotates the R frames, and then
applies a median combination. The final image Ifinal,m is less sen-
sitive than Ifinal,a to uncorrected hot or bad pixels. It is however
harder to accurately retrieve the photometry of a detected off-
axis source from Ifinal,m than from Ifinal,a (Sect. 3).

2.4. cRDI

The reference differential imaging (RDI) is especially useful to
obtain images of extended sources like circumstellar disks or to

Table 2. Acronyms and names of algorithms used to process the data
recorded using a given strategy of observation (third column).

Acronym Name Strat. Section

ClasImg Median/average All 2.2combination
cADI Classical ADI ADI 2.3
cRDI Classical RDI RDI 2.4

radPro Subtraction of ADI 2.5radial profile

Loci Locally optimized All 2.6combination of images
Tloci Template-Loci All 2.7
LociRDI Loci using only RDI RDI 2.8

PCA Principal component All 2.9analysis

Notes. If the third column shows “all”, it means the algorithm can be
used on ADI, or SDI, or ASDI data.

Fig. 1. Loci and TLoci regions of interest (left figure and central blue
region in the right figure) and TLoci optimizing region (exterior red
region in the right figure).

probe small angular separations to the star because it is not sub-
ject to self-subtraction unlike the other algorithms. The classical
RDI (cRDI) is similar to cADI but it uses N reference frames
IR(x, y, n, λ) to derive the speckle pattern A, where n = 1 . . .N.
These reference frames are images of stars other than the one of
interest (IR , I). The resulting A pattern is

A(x, y, λ) = (median(IR(x, y, n, λ))n. (4)

2.5. Subtraction of a radial profile

For detecting and studying extended sources, SpeCal proposes
the radPro algorithm that first works out the average of the dat-
acube over the angular dimension (Eq. (2)). Then, it calculates
the azimuthally averaged profile in rings of one pixel width.
Finally, the A pattern is the centro-symmetrical image that is
derived from this profile.

2.6. Loci

The SpeCal Loci algorithm is described in Lafrenière et al.
(2007). For a given θ, a given λ, and a given region in the field
(blue in Fig. 1), the algorithm calculates the linear combination
of the other frames Is(x, y, θ′, λ′) (θ′ , θ and λ′ , λ in ASDI)
to build A(x, y, θ, λ) that minimizes |R| (Eq. (1)) in the region of
interest. In addition to the algorithm of Lafrenière et al. (2007),
we impose the coefficients of the linear combination to be posi-
tive. Conversely to Lafrenière et al. (2007), the region of interest
where A is applied and the region of optimization from which
A is derived are the same in SpeCal. They are defined using:
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– the radial width of the region (dr in Lafrenière et al. 2007);
– the number of PSFs inside the region (NA in Lafrenière et al.

2007).
We use different parameters to Lafrenière et al. (2007) to
select the frames that are used in the linear combination. Con-
sider the frame Is(x, y, θ, λ) (ASDI case, Sect. 2.1). First, we
assume the image Ip of a putative off-axis source in Is is the
two-dimensional Gaussian function with the full width half-
maximum (FWHM) estimated from the recorded PSF (see
Sect. 2.10.1). If the source is in the region centered on (x0, y0)
in Is(x, y, θ, λ), it is angularly shifted by sθ = r0 (θi − θ) and
radially shifted by sr = r0 (1 − λ/λ j) in Is(x, y, θi, λ j), where

r0 =

√
x2

0 + y2
0 is the angular separation from the star in FWHM

unit. If only Is(x, y, θi, λ j) was used to build A, the normalized
intensity of the off-axis source integrated within a disk of one-
FWHM diameter in the frame R would be

τ′ =

!
r<FWHM/2

[
Is(x′, y′, θ, λ) − Is(x′, y′, θi, λ j)

]
dx′ dy′!

r<FWHM/2 Ip(x′, y′, θ, λ) dx′ dy′
(5)

using x′ = x − x0, y′ = y − y0 and r =
√

x′2 + y′2. Then,

τ′ = 1 −

!
r<FWHM/2

[
Is(x′, y′, θi, λ j)

]
dx′ dy′!

r<FWHM/2 Ip(x′, y′, θ, λ) dx′ dy′
· (6)

Using the radial and angular shifts sr and sθ of Is(x, y, θi, λ j), we
find

τ′ = 1 −
E(sθ) E(sr)
4 erf2 (α/2)

, (7)

where α equals 2
√

ln 2, and erf is the error function, and

E(s) = erf
(
α

(
s +

1
2

))
− erf

(
α

(
s −

1
2

))
. (8)

Here, we assume the angular motion is linear, which is a good
assumption because E(s) quickly decreases. The function τ′

goes from 0 (θ = θi and λ = λ j, total self-subtraction) to 1
(no self-subtraction). In SpeCal, we set a parameter τ that can
be linked to the minimum motion δmin of the putative off-axis
source in Lafrenière et al. (2007). If τ′ is smaller than τ, the
frame Is(x, y, θi, λ j) is rejected. Doing so for each θi and λ j, we
obtain a series of frames {Is} that individually leave at least τ
times the initial flux of the putative source in the R(x, y, θ, λ).
Then, we select from {Is} the N most correlated frames (N is
adjustable) to Is(x, y, θ, λ) in the considered region. We obtain
the linear combination of the N frames (i.e., the A pattern) that
minimizes the residual energy in this region using the bounded-
variables least-squares algorithm by Lawson & Hanson (1995).
Finally, as the coefficients of the linear combination are positive,
the flux of the putative source in the final image Ifinal is at least τ
times the initial flux for any region.

The Loci algorithm can be used to reduce ADI, SDI, or ASDI
data. In the ADI case, the Loci A pattern that is worked out for a
given frame I(x, y, θ, λ) uses the other frames taken in the same
spectral channel only. In the SDI case, it uses the frames taken
with the same angle θ only. Finally, in the ASDI case, all frames
are spatially scaled with wavelength, and they are all used to
determine the A pattern.

2.7. TLoci

The SpeCal TLoci algorithm is derived from the one described
in Galicher & Marois (2011) and Marois et al. (2014) assuming
a flat planet spectrum in contrast. The parameters that are used to
select the frames (τ and N) and to describe the regions of interest
(dr and NA) where the A pattern is applied (blue region in Fig. 1)
are the same as for the Loci case (Sect. 2.6). The difference from
Loci is the region where A is optimized (red region). In SpeCal,
the gap between this region and the region of interest is set to
0.5 FWHM. Hence, the optimizing region is close enough to the
region of interest so that A is efficiently optimized, and the op-
timizing region is far enough from the region of interest so that
the flux of a source in the latter does not bias the linear combina-
tion. Moreover, the internal radii of the two regions are the same
in SpeCal. Finally, an additional parameter sets the radial width
of the optimizing region. As for Loci, TLoci can be associated
to ADI, SDI, and ASDI.

2.8. LociRDI

A reference differential imaging algorithm using Loci is also
implemented in SpeCal. It works as described in Sect. 2.6 but
the frames that are used to build A are reference frames as in the
cRDI case (Sect. 2.4).

2.9. PCA

For historical reasons, two PCA algorithms are implemented in
SpeCal. The first version can be applied on IRDIS or IFS data
using the ADI or ASDI options. This algorithm follows the equa-
tion of Soummer et al. (2012). For each frame I(x, y, θ, λ), we
subtract its average over the field of view:

Iz(x, y, θ, λ) = I(x, y, θ, λ) − 〈I(x, y, θ, λ)〉x,y. (9)

In the ADI case, the principal components are calculated for each
spectral channel independently. Each frame Iz(x, y, θ, λ) is then
projected onto the N first components to obtain the A pattern
that is used in Eq. (1), replacing I with Iz. The N parameter is
called “number of modes” hereafter. Finally, the averages that
were removed (Eq. (9)) are added back to obtain the R frames
of Eq. (1). In the ASDI case, the algorithm is the same but it
works on Is instead of I. We note that here there is no frame
selection to minimize the self-subtraction of point-like sources
when deriving the principal components.

The second version of PCA that is implemented in SpeCal is
very similar to the first one but it can be applied on IFS data using
the ASDI option only (Mesa et al. 2015). The two PCA versions
were tested on a large amount of SPHERE data and they provide
a very similar performance.

2.10. Common outputs

2.10.1. Model of unsaturated PSF

SpeCal produces common outputs whatever the chosen algo-
rithm. First, it records the final images Ifinal normalized to the
estimated maximum of an unsaturated non-coronagraphic stel-
lar image with the same exposure time. Hence, the values of
the pixels in Ifinal give the contrast ratio to the star maximum.
For each spectral channel, the maximum β of the stellar non-
coronagraphic image is derived from the best fit of the input
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PSFs by the function

PSFmodel = α + β exp
(
−

(
2
√

(x−xPSF)2+(y−yPSF)2

γ

)η)
, (10)

where α is the background level, β is the star maximum, γ and η
are related to the spatial extension of the PSF (and to FWHM),
and (xPSF, yPSF) give the center of the PSF. All these parameters
are fitted accounting for the photon noise in the provided PSF
images. The SPHERE PSFs are usually close to two-dimensional
Gaussian functions (η = 2) but can deviate from them. In the
context of SHINE, PSFs are usually recorded before and after the
coronagraphic sequence. SpeCal calculates the best fit to each of
the PSFs (∼50× 50 pixels) and runs two tests on the time series
of fitted parameters. First, it works out the average and standard
deviation of the normalization factor β over time, records the
two values, and sends a warning if the flux of the star β varies by
more than 20% between distinct PSF observations of the target.
Then, it sends a warning if the background level α is larger than
10% of β. These values (10% and 20%) were defined as quality
requirements based on our experience with the instrument and
the analysis of hundreds of datasets. Finally, SpeCal estimates
and records the PSF FWHM.

2.10.2. Calibration of photometry

For algorithms that bias the photometry of off-axis sources,
SpeCal estimates the throughput of the technique at each
position in the field. For cADI, radPro, and PCA, SpeCal cre-
ates a datacube of fake planets that are on a linear spiral cen-
tered on the star (one planet per 2 FWHM). For each planet,
we use the recorded PSF and its flux equals ten times the lo-
cal residual flux in Ifinal. The fake planet datacube is added to
the datacube I(x, y, θ, λ). Then, SpeCal combines the frames as
the I(x, y, θ, λ) were combined to get Ifinal. For each planet, the
ratio of the flux in the resulting image to the flux of the fake
planet is calculated to obtain the 1D-throughput as a function of
the angular separation. For Loci and TLoci, the throughput τR is
estimated in each frame R as the average of all τ′ of Eq. (7),
weighting E(sθ) and E(sr) by the coefficients used to obtain
Ifinal. We average all τR to obtain the 1D-throughput as a
function of the angular separation. Finally, the throughput
map T is the centro-symmetrical image created from the 1D-
throughput. SpeCal also calculates the throughput-corrected
final image Ifinal/T .

2.10.3. S/N and detection maps

For each spectral channel, the image Ifinal/T is divided into
annulii of 0.5 FWHM width. Then, in each annulus (i.e., at each
angular separation), we calculate the standard deviation that is
set to be the 1σ contrast. S/N maps are also created. Each pixel
gives the ratio of the flux in Ifinal/T to the standard deviation
of Ifinal/T calculated in annulii of 1 FWHM centered on the star.
This correction is valid only for point-like sources. For example,
this correction is not valid for an extended source like a disk. Fi-
nally, SpeCal also provides local detection maps giving the local
standard deviation in boxes of 2 FWHM radial size and of a total
area of 5 FWHM2.

3. Astrometry and photometry of point-like sources

All algorithms, except RDI and ClasImg, distort the image of an
off-axis point-like source in Ifinal (Sect. 3.1). Thus, the estimation

of the position and flux of such a source cannot be done directly
from Ifinal (Marois et al. 2010; Lagrange et al. 2010; Galicher
& Marois 2011; Maire et al. 2014; Rameau et al. 2015). How-
ever, SpeCal can fit a model of an off-axis source image to the
detected source in Ifinal (Sect. 3.2), or it can inject a negative
point-like source into the initial datacube I and adjust the posi-
tion and flux of this negative source to locally minimize the flux
in Ifinal (Sect. 3.3).

3.1. Planet image

Say there is a planet whose intensity is described by Ip(x, y, θ, λ)
whereas the stellar intensity is I∗(x, y, θ, λ). The A pattern is de-
rived from the cube

I(x, y, θ, λ) = I∗(x, y, θ, λ) + Ip(x, y, θ, λ) (11)

and part of the A pattern is composed of planet signal. For
example, when using cADI, Loci, TLoci, or radPro on ADI, SDI,
or ASDI data, the A pattern can be expressed as

A(x, y, θ, λ) =
∑

i

∑
j

ci, j I(x, y, θi, λ j), (12)

A(x, y, θ, λ) =
∑

i

∑
j

[
ci, j I∗(x, y, θi, λ j) + ci, j Ip(x, y, θi, λ j)

]
,

(13)
A(x, y, θ, λ) = A∗(x, y, θ, λ) + Ap(x, y, θ, λ), (14)

where coefficients ci, j are real numbers that can be a function of
(x, y), and{

A∗(x, y, θ, λ) =
∑

i
∑

j ci, j I∗(x, y, θi, λ j)
Ap(x, y, θ, λ) =

∑
i
∑

j ci, j Ip(x, y, θi, λ j).
(15)

Hence, the A pattern is contaminated by planet signal and, when
subtracting the A pattern from the initial frames I, part of the
planet signal self-subtracts. The R frames is then

R = (I∗ − A∗) + (Ip − Ap), (16)

where all terms depend on x, y, θ, and λ. A perfect algorithm –
that does not exist – would be such that A∗ = I∗ and Ap = 0.

As the planet image moves in the field from one frame to
another (radially for SDI or azimuthally for ADI), the subtracted
signal is shifted with respect to the astrophysical position of the
planet. This results in a positive-negative pattern of the planet in
each frame of R and as a consequence in the final image Ifinal
(left in Fig. 2). This pattern is not always centered on the planet
position. The distortions of the planet image can be minimized
by carefully selecting the frames that are used to build A (so
that Ap → 0) but it usually reduces the efficiency of the speckle
attenuation at the same time (increasing |I∗ − A∗|). In the case
of PCA algorithms, I(x, y, θi, λi) in Eq. (12) is replaced by the
principal components, which are also contaminated by the planet
signal.

3.2. Model of planet images

The first way of extracting the astrometry and the photometry
of an off-axis point-like source like a planet in an ADI, SDI,
or ASDI reduced image consists of building a model of the
planet image (Galicher & Marois 2011). First, we estimate the
position of the detected source in Ifinal with a pixel accuracy.
Then, we use the measured stellar PSF to build a sequence of
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Fig. 2. Real (left) and estimated (right) images of an off-axis source
in an ADI reduced image showing the negative wings due to self-
subtraction of the planet flux.

frames Ifp(x, y, θ, λ) with only one fake planet image at the rough
position accounting for the field-of-view rotation. We do not
account for the smearing that affects images. This effect may
be non-negligible at the edges of the IRDIS images if the
field-of-view rotation is fast and the exposures are long, which
is rare. We combine the frames Ifp in the same way the frames I
were combined using the same ci, j and we get an estimation of
Ap (Eq. (15)). Rotating (ADI case), spatially scaling (SDI case),
and averaging the frames result in a model of the planet image
(right in Fig. 2). The planet image has negative wings due to the
self-subtraction of the planet flux (Sect. 3.1).

Then, the flux and the position of this synthetic image are
adjusted to best fit the real planet image within a disk of diame-
ter 3 FWHM so that it includes the positive and the negative parts
of the image. The optimization is done using Ifinal, which is de-
rived from the average of the R frames after rotation and spatial
scaling (and not the one obtained using the median-combination
that does not preserve linearity). Rigorously, we should calcu-
late the synthetic image each time we test a new planet posi-
tion. To optimize computation time, we shift the synthetic planet
image that was obtained with the rough position. We noticed
no significant difference as long as the shifts are smaller than
∼1 FWHM.

Once the optimization is done, we look for the excursion of
each parameter that increases the minimum residual level by a
factor of 1.15. We set these excursions to be the 1σ accura-
cies due to the fitting errors in the SpeCal outputs. The value
of 1.15 is empirical but it was tested on numerous cases (high or
low S/N detection, strong or weak negative wings, Loci, TLoci,
PCA, and others). Another SpeCal output is the standard devia-
tion in time of the averaged flux in the coronagraphic images.
To avoid saturated parts of the images and background dom-
inated parts, the averaged flux is calculated inside an annulus
centered on the star and going from 30 pixels to 50 pixels in
radius.

SpeCal can use this technique to extract astrometry and
spectro-photometry in images obtained with any algorithm
(cADI/radPro/Loci/TLoci/PCA/averaging) and any of ADI, SDI,
or ASDI. It can also be used on cRDI, LociRDI, and ClasImg
final images. In these cases, the planet image model is the stel-
lar PSF shifted at the position of the detection with no negative
wings as the Ap pattern is null (classical fit of a non-
coronagraphic image).

3.3. Negative planets

Another technique – the fake negative planet – (Lagrange et
al. 2010; Chauvin et al. 2012) is implemented in SpeCal to re-
trieve the photometry and astrometry of point-like sources. First,
we build the sequence of frames Ifp with the fake planet only,
as done in Sect. 3.2. Then, we subtract this datacube from the

Table 3. Separations to the central star in pixels towards east (∆RA) and
north (∆Dec), angular separations in mas and flux ratio with respect to
the star (C) for each fake planet added to the IRDIS data.

Id ∆RA ∆Dec Sepa Band C × 1e6
(pixel) (pixel) (mas)

1 52.90 2.70 649.4 H2 3.000
H3 2.400

2 −25.80 8.40 318.0 H2 6.000
H3 3.000

3 −72.00 −71.20 1250.1 H2 1.000
H3 3.000

initial data I. We apply the algorithm and get the final image
from the I − Ifp frames. In this final image, we measure the stan-
dard deviation of the residual intensity inside a disk of 3 FWHM
diameter centered on the rough position of the detected planet.
Modifying the fake planet position and flux, we minimize the
residual intensity. The uncertainties on the best values are es-
timated as the ones in Sect. 3.2. The negative planet tech-
nique is more time-consuming than the model of planet im-
age technique because it calculates the ci, j for all the tested
fake planet positions and fluxes. It is, however, needed in some
cases for which the model of planet image technique is biased
(Sect. 4.2).

4. Reduction of IRDIS data

In Sects. 4 and 5, we use SpeCal to reduce two datasets as ex-
amples. In Sect. 4, we consider one sequence recorded during
the SPHERE GTO on 2016 September 16 observing HIP2578
in IRDIS H2/H3 mode. There are 80 images of 64 s exposure
time and the field of view rotates by 31.5◦. The seeing was about
0.5 arcsec and the average wind speed was 7.4 m s−1.

All algorithms are applied on the same datacube provided by
the first part of the SPHERE pipeline (background, flat-fielding,
bad pixels, registration, wavelength calibration, astrometric cali-
bration; Pavlov et al. 2008; Zurlo et al. 2014; Maire et al. 2016b).
The datacube is a 1024×1024×80×2 array. The last dimension
stands for the two spectral channels (H2 and H3). We also added
three fake planets to the data (see Table 3) using the recorded
stellar PSFs. We chose the position and the flux to have three
typical cases. Planets 1 and 2 are in the speckle dominated part
of the image, planet 2 being surrounded by brighter speckles.
Planet 3 is in a region dominated by the background and not by
speckles.

4.1. Calibration of the speckle pattern

We apply several algorithms to the two spectral channels inde-
pendently (no use of SDI) and we show the average of the two
final images in Fig. 3 for cADI, TLoci, Loci, and two PCA (5 and
10 modes). Images are corrected from the technique throughput
T (self-subtraction of a putative planet, Sect. 2.10.2) and from
the coronagraph transmission. All images provide similar sensi-
tivities except for cADI, which is less efficient inside the AO
correction area that is dominated by speckles. The three fake
planets are well detected in all images. The corresponding 5σ
contrast curves are plotted in Figs. 4 (H2) and 5 (H3), where
the three planets are represented by plus symbols. The curves
are corrected for the throughput T of each technique and from
the coronagraph transmission (Guerri et al. 2011). The latter is a

A92, page 6 of 11

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201832973&pdf_id=2


R. Galicher et al.: Astrometry and photometry with SpeCal

Fig. 3. IRDIS example: final images using cADI, Tloci, Loci, PCA (5 and 10 modes). Images are corrected from the technique throughput and
from the coronagraph transmission. The color scale, which is the same for all images, shows the contrast to the star ratio. The spatial scale is the
same for all images.

Fig. 4. Contrast curves at 5σ before (ClasImg) and after minimization
of the stellar light using different algorithms (cADI, Tloci, Loci, PCA
5 modes) on H2 data. The curves are corrected from the technique at-
tenuation and from the coronagraph transmission. The fake planets are
represented by plus symbols.

function of angular separation and it was calibrated at the tele-
scope and via numerical simulations. We also overplot the con-
trast before any a posteriori speckle minimization with a dotted
line (ClasImg). The utility of a speckle calibration during the
data processing is obvious since none of the planets are detected

Fig. 5. Same as Fig. 4 for H3-band.

in the images with no subtraction (ClasImg). In this example, all
the algorithms except cADI give similar performances in terms
of contrast level. For some sequences, one algorithm reaches
better contrast levels but there is no algorithm in SpeCal that
is always better than the others.

The small sample statistic bias (Mawet et al. 2014) that
mainly affects separations at less than 0.2′′ will be implemented
in the next version of the tool. This correction will affect all the
algorithm reductions the same way.
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Table 4. Measured astrometry and photometry in IRDIS images for each planet (same Id as in Table 3) using the model of planet image technique
(Sect. 3.2).

Algorithm Id Band ∆RA (pixel) E ∆Dec (pixel) E C × 1e6 E

cADI

1 H2 52.70 ± 0.21 0.95 2.54 ± 0.20 0.80 2.775 ± 0.206 1.09
H3 53.02 ± 0.22 0.55 2.48 ± 0.22 1.00 2.272 ± 0.163 0.79

2 H2 −25.94 ± 0.42 0.33 8.60 ± 0.37 0.54 5.163 ± 0.694 1.21
H3 −25.75 ± 1.17 0.04 8.59 ± 1.03 0.18 2.723 ± 0.946 0.29

3 H2 −71.98 ± 0.27 0.07 −71.09 ± 0.28 0.39 1.175 ± 0.098 1.79
H3 −71.94 ± 0.15 0.40 −71.10 ± 0.15 0.67 2.938 ± 0.162 0.38

TLoci

1 H2 52.96 ± 0.17 0.35 2.59 ± 0.12 0.92 2.883 ± 0.175 0.67
H3 53.10 ± 0.23 0.87 2.62 ± 0.16 0.50 2.201 ± 0.147 1.35

2 H2 −25.82 ± 0.21 0.10 8.55 ± 0.15 1.00 5.602 ± 0.394 1.01
H3 −25.91 ± 0.40 0.28 8.61 ± 0.29 0.72 2.643 ± 0.295 1.21

3 H2 −71.90 ± 0.23 0.43 −71.00 ± 0.22 0.91 0.993 ± 0.082 0.09
H3 −71.97 ± 0.13 0.23 −71.17 ± 0.13 0.23 3.016 ± 0.166 0.10

Loci

1 H2 53.01 ± 0.17 0.65 2.58 ± 0.12 1.00 2.847 ± 0.176 0.87
H3 52.95 ± 0.20 0.25 2.59 ± 0.15 0.73 2.231 ± 0.145 1.17

2 H2 −25.72 ± 0.20 0.40 8.54 ± 0.15 0.93 5.945 ± 0.392 0.14
H3 −25.76 ± 0.36 0.11 8.63 ± 0.27 0.85 2.952 ± 0.294 0.16

3 H2 −71.91 ± 0.22 0.41 −71.08 ± 0.21 0.57 0.995 ± 0.078 0.06
H3 −71.95 ± 0.13 0.38 −71.15 ± 0.13 0.38 2.884 ± 0.157 0.74

PCA5modes

1 H2 52.90 ± 0.16 0.00 2.58 ± 0.12 1.00 2.748 ± 0.160 1.58
H3 52.85 ± 0.17 0.29 2.56 ± 0.13 1.08 2.292 ± 0.135 0.80

2 H2 −25.76 ± 0.21 0.19 8.47 ± 0.15 0.47 6.595 ± 0.430 1.38
H3 −25.94 ± 0.45 0.31 8.56 ± 0.33 0.48 3.432 ± 0.361 1.20

3 H2 −72.00 ± 0.24 0.00 −71.17 ± 0.24 0.12 0.908 ± 0.075 1.23
H3 −71.92 ± 0.13 0.62 −71.15 ± 0.13 0.38 2.908 ± 0.157 0.59

Notes. Measurements are given with their 1σ uncertainties. For each measurement, we compare it to the true value using the E criteria that is
given in Eq. (17).

Table 5. Extracted astrometry and photometry for each planet (same Id than in Table 3) using the model of planet image technique (Sect. 3.2) and
the negative planet technique (Sect. 3.3) on the final image provided by PCA 10 modes.

Extraction Id Band ∆RA (pixel) E ∆Dec (pixel) E C × 1e6 E

Model of planet image

1 H2 52.87 ± 0.21 0.14 2.51 ± 0.15 1.27 2.108 ± 0.148 6.03
H3 52.92 ± 0.23 0.09 2.56 ± 0.16 0.88 1.650 ± 0.118 6.36

2 H2 −25.77 ± 0.19 0.16 8.35 ± 0.14 0.36 4.634 ± 0.290 4.71
H3 −26.00 ± 0.33 0.61 8.34 ± 0.21 0.29 2.182 ± 0.204 4.01

3 H2 −72.07 ± 0.23 0.30 −71.03 ± 0.23 0.74 0.787 ± 0.070 3.04
H3 −71.93 ± 0.15 0.47 −71.15 ± 0.15 0.33 2.365 ± 0.143 4.44

Negative planet

1 H2 52.90 ± 0.10 0.00 2.58 ± 0.07 1.71 2.781 ± 0.146 1.50
H3 52.84 ± 0.12 0.50 2.56 ± 0.08 1.75 2.298 ± 0.126 0.81

2 H2 −25.74 ± 0.10 0.60 8.47 ± 0.08 0.88 6.338 ± 0.321 1.05
H3 −25.93 ± 0.18 0.72 8.56 ± 0.13 1.23 3.116 ± 0.190 0.61

3 H2 −72.06 ± 0.28 0.21 −71.28 ± 0.19 0.42 0.915 ± 0.086 0.99
H3 −71.91 ± 0.09 1.00 −71.13 ± 0.09 0.78 2.919 ± 0.162 0.50

Notes. For each measurement, we compare it to the true value using the E criteria that is given in Eq. (17).

4.2. Measurements of astrometry and photometry

We extract the astrometry and photometry for each detected
point-like source using the technique of the model of planet
image (Sect. 3.2). The estimated contrasts to the star are gath-
ered in Table 4 with the associated 1σ uncertainties. Each mea-
surement C is compared to the true value CR using

E =
|C −CR|

Err
, (17)

with Err the estimated 1σ uncertainty on C.
All the astrometric measurements are at less than 1σ from

the true values (Table 3), which corresponds to an accuracy of
∼0.2 pixel (i.e., ∼2 mas); and all photometric measurements are
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Fig. 6. IFS example: final images using PCA/ASDI
(50 modes), PCA/ADI (20 and 5 modes), and TLoci.
Images are corrected from the technique throughput
and from the coronagraph transmission. The color
scale. which is the same for all images, shows the con-
trast to the star ratio. The spatial scale is the same for
all images.

Table 6. Fake planets injected in the IFS data: separation from the cen-
tral star in pixels toward east (∆RA) and toward north (∆Dec), angular
separation in mas, and averaged contrast over the 39 spectral channels.

Id ∆RA(pix) ∆Dec(pix) Sepa(mas) C × 1e6

1 −36.70 21.20 316.2 4.3
2 29.00 57.30 479.1 4.5
3 2.40 −16.90 127.3 3.3

at less than 1.8σ from the true value CR. In the case of PCA im-
ages, the model of planet image technique can be biased in the
current version of SpeCal, especially when using more than ap-
proximately ten modes. We are still investigating to understand
why. To overcome this bias, we use the negative planet technique
(Sect. 3.3) that can be time-consuming but which provides more
accurate measurements as showed in Table 5: the measurements
are at less than 1.5σ from the true values whereas they were at
6σ using the planet image technique.

To conclude, SpeCal meets the requirements in terms of ex-
tracted astrophysical signals because the measured astrometry
and photometry of point-like sources (e.g., exoplanets or brown
dwarfs) are accurate and unbiased. This is essential to correctly
interpret the observations (fit of the planet orbits or of their spec-
tra). Moreover, SpeCal enables the use of several algorithms to
provide a global dispersion of these measurements and a cross-
check between measurements to prevent any systematic errors.

5. Reduction of IFS data

We now use SpeCal to reduce one sequence recorded during
the SPHERE GTO on 2016 September 16 observing HD206893

in IFS YJH mode. There are 80 images of 64 s exposure time
and the field of view rotates by 75.6◦. The seeing was about
0.7 arcsec and the average wind speed was 8.4 ms−1.

As for the IRDIS data, all algorithms are applied on the
same datacube provided by the first part of the SPHERE pipeline
(Pavlov et al. 2008; Mesa et al. 2015; Maire et al. 2016b). The
datacube is a 290 × 290 × 80 × 39 array. The last dimension
is the number of IFS spectral channels. We also added three
fake planets to the data (see Table 6) using the recorded stel-
lar PSFs. As for IRDIS, we chose the position and spectra to
be representative of three common cases. The spectra of plan-
ets 1 and 2 show strong variations between 0.9 µm and 1.7 µm.
Planet 1 is closer to the star and its image is located in a region
with bright speckles. Planet 3 is located in a region with very
bright speckles and its spectrum in contrast is flatter than the
others.

5.1. Calibration of the speckle pattern

First, we apply ASDI PCA to detect point-like sources as it
efficiently minimizes the speckle pattern (Fig. 6). We detect
four point-like sources: the three fake planets (1–3) and one
real object HD 206893 B that we do not study in this paper
(see Delorme et al. 2017b; Milli et al. 2017). It is hard to
accurately retrieve the planet photometry from ASDI images
when the planet spectrum is unknown, as demonstrated in
Maire et al. (2014) and Rameau et al. (2015). Therefore, we
also apply several algorithms using ADI resulting in 39 final
images Ifinal(x, y, λ) for each algorithm. The averages over the 39
channels are shown in Fig. 6 for PCA/ADI (5 and 20 modes)
and TLoci/ADI. We clearly detect the four objects in all
images.
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Fig. 7. Spectra of planet-to-star contrast extracted from the PCA/ADI 5
modes (red), PCA/ADI 20 modes (green), and TLoci/ADI (blue) images
compared to the true spectrum that was used for fake planet 1 (black full
line). Error bars and upper limits are given at 1σ.

Fig. 8. Same as Fig. 7 for the fake planet 2.

Fig. 9. Same as Fig. 7 for the fake planet 3.

5.2. Measurements of photometry

For TLoci and PCA/ADI 5 mode images, we use the model of
planet image technique (Sect. 3.2) to extract the photometry and

the astrometry of the three fake planets. For the PCA/ADI 20
mode image, we use the negative planet technique (Sect. 3.3)
to avoid the photometry underestimation that was noticed in
Sect. 4.2. When considering the spectral channels where the
planet is detected, the astrometry measurements are accurate
with 1σ uncertainties of 0.6, 0.3, and 0.5 pixel for planets 1,
2, and 3 respectively. These values correspond to 4.5, 2.3, and
3.8 mas respectively.

We plot the extracted spectrophotometry in Figs. 7–9 for
the TLoci/ADI (blue), the PCA/ADI 5 modes (red), and the
PCA/ADI 20 modes (green) cases, as well as the true spectra
that we used for the fake planets (full line). The arrows give the
1σ upper limits when the planet is not detected, and the error
bars correspond to the estimated 1σ uncertainties.

All algorithms retrieve the spectra of the three fake plan-
ets with similar uncertainties and no bias. In the case of
planet 3, which is in a region with bright speckles, there are
spectral channels below 1 µm for which TLoci give an up-
per limit only (no detection). For the same planet, the PCA
algorithm using 5-modes does not detect the object between
1.3 µm and 1.5 µm, whereas it does below 1 µm. Such a sit-
uation often happens: several algorithms detect the planet in
different spectral channels. Thus, it is essential to use several
algorithms in parallel to optimize the detection and the measured
spectrum.

6. Conclusion

The Speckle Calibration tool (SpeCal) was developed by the
SPHERE/VLT consortium in the context of a large survey
(SHINE), the main objective of which is to search for and
measure the astrometry and spectrophotometry of exoplanets
at large separations (>5 au). SpeCal provides high contrast im-
ages using a variety of algorithms (cADI, PCA, Loci, TLoci)
enabling the study of exoplanets, brown dwarfs, and circum-
stellar disks. SpeCal has been intensively tested on SPHERE
guaranteed time observations (GTO) and calibration data since
2013. It is implemented in the SPHERE data center (Delorme
et al. 2017a) to produce the final reduction for public data
releases. The final reductions will be available in the SPHERE
target database (TDB1). Finally, SpeCal and the DC are able
to process all GTO data obtained with IRDIS/SPHERE (dual-
band imaging) and IFS/SPHERE (integral field spectrometer)
automatically.

SpeCal delivers major outputs for the survey and feeds the
SPHERE database with final images, contrast curves, S/N maps,
astrometry, and photometry of detected point-like sources in the
field (exoplanets, brown dwarfs, background sources, and all
sub-stellar or stellar candidates). This material has been used
for the study of exoplanets and circumstellar disks primarily
based on SPHERE data (de Boer et al. 2016; Ginski et al. 2016;
Lagrange et al. 2016; Maire et al. 2016a, 2017; Mesa et al. 2016,
2017; Perrot et al. 2016; Vigan et al. 2016; Zurlo et al. 2016;
Benisty et al. 2017; Bonavita et al. 2017; Bonnefoy et al. 2017;
Feldt et al. 2017; Pohl et al. 2017; Samland et al. 2017).

In this paper, we investigated the astrometric and photomet-
ric performance for point-like sources considering objects at a
contrast of ∼3× 10−6 in the separation range of 3–26 FWHM.
Using the techniques of positive and negative fake planets, we
demonstrated the ability to achieve a measurement of the astrom-
etry with an accuracy of ∼0.2 pixel (i.e., ∼2 mas) for IRDIS and

1 http://cesam.lam.fr/spheretools/
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0.5 pixel (i.e., ∼4 mas) for IFS. Similarly the photometric accu-
racy reaches ∼10%.

We are planning to upgrade SpeCal with other algorithms
like Andromeda (Cantalloube et al. 2015) or inverse approaches
(Devaney & Thiébaut 2017), and other observing modes (po-
larimetry, ZIMPOL). Finally, a specific tool to model the ADI
self-subtraction of circumstellar disks with simple geometries
will also be implemented.
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