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 Exponential Amplification by Redox Cross-Catalysis and 
Unmasking of Doubly Protected Molecular Probes 

Justine Pallu,a Charlie Rabin,a Pan Hui,a Thamires S. Moreira,a Geordie Creste,a† Corentin Calvet,a 
Benoît Limoges,*a François Mavré,*a and Mathieu Branca,*a 

Université de Paris, Laboratoire d’Electrochimie Moléculaire, UMR 7591, CNRS, F-75013 Paris, France 

The strength of autocatalytic reactions lies in their ability to provide a powerful means of molecular amplification, which can 

be very useful for improving the analytical performances of a multitude of analytical and bioanalytical methods. However, 

one of the major difficulties in designing an efficient autocatalytic amplification system is the requirement for reactants that 

are both highly reactive and chemically stable in order to avoid limitations imposed by undesirable background 

amplifications. In the present work, we devised a reaction network based on a redox cross-catalysis principle, in which two 

catalytic loops activate each other. The first loop, catalyzed by H2O2, involves the oxidative deprotection of a 

naphthylboronate ester probe into a redox-active naphthohydroquinone, which in turn catalyzes the production of H2O2 by 

redox cycling in the presence of a reducing enzyme/substrate couple. We present here a set of new molecular probes with 

improved reactivity and stability, resulting in particularly steep sigmoidal kinetic traces and enhanced discrimination 

between specific and nonspecific responses. This translates into the sensitive detection of H2O2 down to a few nM in less 

than 10 minutes or a redox cycling compound such as the 2-amino-3-chloro-1,4-naphthoquinone down to 50 pM in less than 

30 minutes. The critical reason leading to these remarkably good performances is the extended stability stemming from the 

double masking of the naphthohydroquinone core by two boronate groups, a counterintuitive strategy if we consider the 

need for two equivalents of H2O2 for full deprotection. An in-depth study of the mechanism and dynamics of this complex 

reaction network is conducted in order to better understand, predict and optimize its functioning. From this investigation, 

the time response as well as detection limit are found highly dependent on pH, nature of buffer, and concentration of the 

reducing enzyme. 

Introduction 

In the context of chemical or biochemical analysis, it is common 

to rely on molecular or biomolecular amplifications to improve 

the analytical performances of a detection method (i.e., 

sensitivity, limit of detection (LoD), analysis time, dynamic 

range of concentration, …).1, 2 This is even more important when 

the targeted molecules or biomolecules are present at low 

concentrations. In most cases, molecular amplifications result 

from catalytic reactions wherein a molecule (either the analyte 

acting as a catalyst or a label catalyst revealing indirectly the 

presence of the analyte) triggers the catalysis of a reaction 

capable to generate a detectable signal (which can be optical, 

electrochemical, thermal, gravimetric, etc …). Under these 

conditions, the product linearly accumulates with time and the 

amplification factor depends only on the catalytic rate and 

reaction time.3 A popular example is the signal amplification 

resulting from the enzyme label involved in enzyme-linked 

immunosorbent assays.4, 5 However, greater molecular 

amplifications can be achieved by adequately combining the 

reactivity of different catalysts. One possibility is to cascade the 

reactivity of two catalysts, wherein a first one catalyses the 

production of a second one. In such situation, the product of the 

secondary catalytic reaction accumulates quadratically with 

time.6-11 An even more powerful approach is to produce an 

exponential signal gain from an autocatalytic reaction, for which 

one of the products catalyses its own formation.12-14 A well-

known example is the polymerase chain reaction, which 

through self-replication of a targeted DNA sequence allows the 

ultimate detection of a few molecules of nucleic acids in a few 

tens of microliters.15 While autocatalytic replication is well 

suited to nucleic acids,16-19 it is more challenging to design for 

other molecules.13 Among the few examples of molecular self-

replication strategies developed to date for the detection of 

small molecules is the dendritic chain reaction (DCR) first 

described in 2009 by Shabat and his collaborators.20, 21 In this 

concept, the analyte triggers its self-replication through the 

decomposition of a dendritic molecular probe containing at 

least two masked equivalents of the analyte. This methodology 

was applied to the autocatalytic detection of H2O2
20, 22, 23 and 

fluoride ions.24-27 More recently, alternative strategies based on 

self-propagating thiolate-disulfide exchange,28, 29 methionase 

chain reaction,30 or photoinduced autocatalysis31, 32 were also 

reported. However, all these methods suffer from undesirable 

background reactions, which prevent the achievement of very 

low analyte concentrations. The main reason of these 

background reactions is the intrinsic lack of stability of the 

starting coreactants, leading to self-initiation of the 

amplification cycle in the absence of analyte. Therefore, a 

critical issue is to design systems involving coreactants with high 

chemical stability and, at the same time, high reactivity and 

selectivity towards the trigger of the reaction. This is certainly 

the major challenge facing the exponential signal amplification 

strategies.33 An additional drawback is the slowness of the 

approaches proposed to date, sometimes requiring waiting 

several hours for an analytical response.21, 23 

To address these drawbacks and contribute to the development 

of alternative solutions, we recently proposed a new versatile 

molecular-based autocatalytic system34, 35 in which the 

exponential gain is generated from cross-activation of two 

catalytic loops, as depicted in Scheme 1A. The first loop (Loop 

1) is based on a H2O2-mediated deprotection of a boronate 

ester probe (P) to a hydroquinone derivative (QH2), which, in 

the presence of O2 in solution, spontaneously autoxidizes to a 
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quinone (Q) with the concomitant regeneration of H2O2 (the 

latter acting thus as a catalyst in Loop 1). The autocatalysis is 

then engendered from the back conversion of Q into its reduced 

QH2 form in the presence of a reducing substrate S (or 

alternatively an enzyme/reducing substrate couple E/S), thus 

forming the second catalytic loop (Loop 2, which is also a redox 

cycle wherein Q/QH2 serves as a redox catalyst). Analytical 

derivations as well as numerical simulations of the kinetics of 

this redox cross-catalytic system allowed us to demonstrate the 

overstoichiometric production of H2O2 coupled with the 

exponential decrease of probe and substrate concentrations 

with time.34, 36 This autocatalytic set is conceptually different 

from the previously reported branched-chain or self-

propagating amplification reactions in that it does not require 

the design of a dendritic probe capable of releasing two or more 

equivalents of the trigger by self-immolation. Another 

advantage is that it offers the possibility to trigger the reaction 

either by H2O2 or any redox cycling compound, thus providing 

an extended degree of freedom to couple this molecular 

amplification not only to the detection of H2O2 (directly or 

indirect produced), but also to the detection of molecules 

exhibiting redox cycling properties (also either directly or 

indirectly generated). 

Using the boronate ester probe P1 shown in Scheme 1B, 

detection of submicromolar or subnanomolar concentrations of 

H2O2 or a naphthoquinone, respectively, within 1 hr was 

demonstrated.34 Although these analytical performances are 

significantly better than those previously achieved by DCR,20, 22, 

23, 37, 38 they are still limited by the lack of chemical stability of 

P1, which in the absence of the trigger tends to slowly self-

deprotect into a naphthohydroquinone. This lack of stability 

turns out to be intrinsic to the self-immolating spacer installed 

on the probe,34 a recurrent issue of probes based on self-

immolation and which is at the origin of the unsatisfactory 

analytical performances encountered so far. To access more 

robust and stable probes, it is thus important to design probes 

that no longer rely on self-immolation. This is what we address 

here with the new boronate-based probes shown in Scheme 1C. 

Instead of introducing the masking boronate ester function via 

a remote self-immolating spacer, we have chosen to place it 

directly on the naphthyl ring, leading either to the single-

protected naphthol monoboronate ester probe P2 or the doubly 

protected naphthyl diboronate ester probes P3 and P4. By 

reaction with H2O2, these probes are expected to release a 1,4-

naphthohydroquinone (1,4-NQH2), which in the presence of O2 

spontaneously autoxidizes into 1,4-naphthoquinone (1,4-NQ) 

with concomitant regeneration of H2O2, as previously shown 

with P1.34 Another important feature we have considered here 

is to design boronate probes with an improved reactivity 

towards H2O2 as well as an optimized redox cycling capability, 

with the underlying idea to outcompete the background 

reactions.36 

As it will be shown, the single-protected probe P2 generates a 

remarkably efficient autocatalytic reaction (LoD of 0.1 µM H2O2
 

 

Scheme 1. (A) General principle of the autocatalytic reaction 

scheme based on cross-activation of two catalytic loops. (B) 

Boronate-based probe previously used in ref 34. This probe is 

converted by H2O2 in an intermediate phenolic compound that 

self-immolates into a quinone methide and a 1,4-

naphthohydroquinone. (C) The new probes used in the present 

study. 

in less than 10 min at pH 8.5) thanks to a fast H2O2-mediated 

deprotection rate (kd) (faster than P1). However, the lack of 

chemical stability of P2 pushed us to opt for a double masking 

strategy, as exemplified with probes P3 and P4, which finally 

enable us to obtain much more stable boronate probes while 

keeping a good reactivity towards H2O2. With these doubly 

protected probes, detection of nanomolar concentrations of 

H2O2 in less than 10 min was achieved using a simple UV-visible 

absorbance readout, which in terms of analytical performance 

is competitive with the best fluorescent-based molecular 

probes currently available on the market for quantitative 

analysis of H2O2 by fluorescence.39-41 Finally, we will show that 

these excellent analytical performances could be obtained 

thanks to a comprehensive kinetic analysis of the complex 

cross-catalytic reaction network, thus providing an access to its 

quantitative prediction and rationalization. In particular, we 

were able to explain why the autocatalysis is still possible for 

doubly protected probes, even in the absence of instability of 

the monoprotected intermediate. 

 

Results and discussion 

Characterization of the single-protected probe P2 

The ability to induce an autocatalytic reaction by mixing P2, H2O2 

and a reducing agent has been investigated in a Tris buffer at pH 



8.5. As a reductant, we used the same enzyme/reducing 

substrate as previously, i.e. the diaphorase/NADH couple.34 The 

diaphorase (DI) from Bacillus stearothermophilus (EC 1.6.99.-) is 

a thermostable flavin mononucleotide-dependent 

oxidoreductase that efficiently catalyses the obligatory two-

electron reduction of naphthoquinones into 

naphthohydroquinones in the pH range 7 to 10.42 It is also 

insensitive to O2 and its NADH substrate is quite stable in slightly 

basic aerated buffers43 (showing almost no cross-reactivity with 

dissolved dioxygen unless either O2 or NADH is activated44). The 

time course of the autocatalytic reaction was monitored by UV-

visible spectrophotometry at  = 340 nm, a wavelength 

characteristic of the transformation of NADH into NAD+. A 

spectrophotometric microplate reader for high-throughput 

kinetic analysis was used to simultaneously monitor a set of 

different reaction mixtures (200 µL working solution per 

microwell). During the whole reaction, the microplate was left 

open to the atmosphere so as to operate under an 

approximately constant O2 concentration. 

Kinetic traces recorded at different H2O2 concentrations are 

shown in Fig. 1A. Their particularly steep sigmoidal shape is 

characteristic of an efficient autocatalytic process, for which the 

lag phase that precedes the exponential decrease of 

absorbance is a function of the triggering H2O2 concentration. 

Indeed, it is observed that the lower the starting H2O2 

concentration, the longer the lag phase. It is also important to 

note the S-shaped kinetic curve obtained in the absence of H2O2 

(blank) attests to a nonspecific autocatalysis triggered by 

undesirable reactions (the latter initiating the production of 

either H2O2 or Q/QH2 to eventually lead to the exponential and 

full consumption of NADH). The time-to-threshold values (i.e., 

t1/2 defined here as the time required to reach 50% of the 

maximal absorbance change) extracted from these kinetic 

traces were used to plot, on a semi-logarithmic scale, the H2O2 

calibration curve reported in Fig. 1B. The fact that this 

calibration plot shows a quasilinear relationship between t1/2 

and log[H2O2] over nearly two order of magnitude (i.e., from 0.5 

to 20 µM H2O2) confirms the autocatalytic nature of the 

reaction. The deviation from linearity observed at the lowest 

concentrations (with a tendency to merge progressively with 

the t1/2 value determined in the absence of H2O2) illustrates the 

limitation imposed by the nonspecific response on the 

analytical performances, leading here to a LoD of only 0.2 µM 

H2O2, a value which is finally not much different from that we 

had previously obtained with the self-immolating probe P1 

under similar experimental conditions.34 Nevertheless, the 

kinetics with P2 are much faster than previously (by a factor 6), 

which is clearly an advantage to shorten the analysis time. The 

influence of pH was investigated by repeating the same 

experiments at two slightly less basic pHs (i.e., pH 8 and pH 7.5). 

The resulting plots in Fig. S1 show a shift in the kinetic traces to 

longer times along with a reduction in the slope of the sigmoid 

as the pH decreases, a behaviour consistent with slower 

autoxidation and deprotection rates at lower pHs.34 

Unfortunately, no gain in LoD was obtained, suggesting a 

relatively similar pH dependence of both probe reactivity and 

stability.36 
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Fig. 1 (A) UV-vis kinetic traces monitored at 340 nm in a 96-wells 

microtiter plate during the reaction generated from the mixing 

of different concentrations of H2O2 (see the caption on the 

graph) to solutions containing 50 µM P2, 10 nM DI and 250 µM 

NADH. All experiments were conducted in an air-saturated Tris 

buffer (0.1 M, pH 8.5) containing 10 µM EDTA. Each curve is the 

average of triplicate experiments. (B) Semi-logarithmic 

calibration curve obtained from the threshold times (t1/2) 

recovered from the crossing of the horizontal dashed line in A 

to the kinetic traces (t1/2 is defined here as the time for which 

the absorbance is decreased approximatively half to the 

maximal absorbance change). Errors bars are standard 

deviations from triplicates. The magenta solid line is the 

theoretical plot obtained by simulation (see text and ESI for 

details). 

To understand why this new probe results in such a fast 

autocatalysis but also in this unexpectedly large nonspecific 

response, we have examined the fate of the probe alone in a 

Tris buffer (pH 8.5) and its reactivity towards H2O2. The rather 

fast evolution of the UV-vis spectrum of a dilute solution of P2 

(50 µM) over 20 minutes (graph A in Fig. S2) indicates the 

relatively poor stability of P2 in the aqueous buffer. Moreover, 

the lack of isobestic point reveals the probe degradation into 

several byproducts. Their structural identity was determined 

from analyses by HPLC and comparison of the UV-visible spectra 

of degraded probe with reference spectra of different 

byproduct candidates (see Figs. S2, S3, S4 and ESI for details). 

Independently of the naphthol boronic acid derivative 

generated from fast hydrolysis of the pinacol group, two 

byproducts were found, i.e. the 1-naphthol and 1,4-NQ 

(according to HPLC analysis, in a 1:3 ratio in the fully degraded 

probe solution). The formation of 1-naphthol is the 
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consequence of the slow first-order protodeboronation of P2, a 

well-established reaction for aromatic boronates in aqueous 

media,45, 46 while the formation of 1,4-NQ was attributed to the 

slow oxidation of C-B bond by dissolved O2 (indeed, under 

argon, we observed that P2 and its hydrolysed homologue only 

degrade into 1-naphthol – see Fig. S3). Since the mechanism of 

this slow probe autoxidation is unknown, we have at first 

assumed it can be assimilated to a bimolecular reaction 

between P2 and O2, leading to H2O2 and 1,4-NQH2. Even if slow, 

this probe autoxidation is clearly a major issue because, unlike 

protodeboronation which leads to a dead-end product, it 

triggers the catalytic degradation of P2 via the production of 1,4-

NQH2 and regeneration of H2O2, which in turns further 

deprotects P2 until the latter is fully converted (Scheme 2). This 

undesirable reaction finally ends up in an important nonspecific 

response in the absence of H2O2, which is of course detrimental 

to the analytical performances. Owing to the pinacol hydrolysis 

occurring together with the other two nonspecific competitive 

reactions, it was tricky to access the individual kinetics of these 

reactions. For the sake of simplicity, we have assumed that the 

3 rate constants characterizing the probe protodeboronation 

(kp), autoxidation (kn), and H2O2 deprotection (kd) are almost the 

same either P2 is with or without its pinacol group. To determine 

these rates constants, we relied on a UV-vis absorbance 

measurement at 262 nm, a wavelength selective of the 1,4-

NQ.34 The kinetic traces in Figs. 2A and S5 were obtained either 

in the absence or presence of different H2O2 concentrations. 

Without H2O2, the change in absorbance is characterized by a 

small induction period followed by a nonlinear increase until it 

asymptotically reaches a constant value after more than 20 min. 

This increase in absorbance indirectly measures the 

autoxidation rate of P2 through the nonspecific catalytic 

formation of 1,4-NQ, from which we can estimate kn. In the 

presence of H2O2, the increase in absorbance starts sooner (and 

without delay) and faster as the H2O2 concentration is higher 

(Fig. S5). Furthermore, with the increase of [H2O2], the 

maximum absorbance converges progressively towards a same 

maximal value, indicating complete probe transformation into 

1,4-NQ. For the lowest and intermediate concentrations, the 

fact that the absorbance levels off at lower values suggests that 

a non-negligible fraction of the probe converts into another  
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Fig. 2 UV-vis kinetic traces recorded at 262 or 285 nm 

(wavelengths specific of 1,4-NQ) for solutions containing 50 µM 

of (A) P1, (B) P2, (C) P3, and (D) P4. The black lines correspond to 

the probe alone in solution, while the red lines correspond to a 

1:1 mixture of probe and H2O2. All experiments were performed 

at 25°C in an air-saturated Tris buffer (0.1 M, pH 8.5) containing 

10 µM EDTA. 

 



  

 

Scheme 2. Reaction scheme associated to the instability of probe P2 in aqueous solution. 

compound, not detectable at this wavelength, which we 

attributed to 1-naphthol. The fast kinetics recorded in the 

presence of H2O2 demonstrate the fast H2O2-mediated 

deprotection of P2, clearly much faster than previously reported 

for the self-immolative probe P1 (the kinetic traces of which are 

reminded in Fig. 2B for comparison). The trade-off is that the 

nonspecific self-deprotection of P2 is also faster than P1, 

therefore explaining the unsatisfactory detection limit of H2O2. 

Assuming that the probe has similar reactivity, whether it is 

hydrolysed or not, and the set of reaction in Scheme 2 is 

adequate to account for the different pathways of P2 

transformation, one can expect to reproduce by simulation the 

experimental curves in Figs. 2A and S5. For such purpose, we 

have considered for the 1,4-NQ autoxidation the same global 

apparent bimolecular rate constant (kox) than the one we had 

previously electrochemically determined (i.e., 3300 M-1·s-1),34 a 

value high enough for the autoxidation of 1,4-NQH2 to not be 

rate limiting. From iterative adjustment of the three other rate 

constants, i.e. kd, kn and kp, and assuming [O2] constant, it was 

possible to reproduce quite well the experimental kinetic traces 

in Fig. S5 using the following set of values: kd = 300 M-1·s-1, kn = 

1.2 M-1·s-1, and kp = 4 × 10-4 s-1. The extracted kd indicates a 

rather fast H2O2 deprotection, much faster than that previously 

determined for the arylboronate P1 probe in a same Tris buffer 

(5 M-1·s-1).34 To our knowledge this is even the highest rate 

constant so far reported for an aromatic boronate compound 

(at neutral or slightly basic pHs, H2O2-mediated deprotection 

rate constants of arylboronates generally range from 0.07 to 4 

M-1·s-1 45, 47-51). We attribute this to the presence of the hydroxy 

group in para position of the naphthylboronate, whose effect is 

to destabilize the C-B bond by inductive and/or mesomeric 

effects. This is supported by the much lower kd value we 

separately determined for the 1-naphtylboronate in the same 

Tris buffer (i.e., 7.5 M-1·s-1). The protodeboronation rate is also 

significantly higher (by ca. one order of magnitude) than 

previously reported for arylboronic acids,45 a behaviour we also 

attribute to the same electronic effects. 

 

Investigation of the double-protected probe P3 

To address the instability issue of the single-protected probe P2, 

we hypothesized that double substitution of the -OH groups of 

1,4-NQH2 by boronates could make the probe more stable. 

Therefore, the probe P3 was synthesized and then tested for its 

long-term stability in the Tris buffer. The data in Fig. 2C show 

the absorbance of a dilute P3 solution (recorded at 262 nm, for 

an overview of the full spectrum see Fig. S6), which after a rapid 

decrease during the first few minutes (ensuing from the 

hydrolysis of pinacols), stabilizes at 0.17 over several hours. 

This result clearly demonstrates the high chemical stability of 

P3, which once hydrolysed into diboronic acid does no longer 

decomposes into 1,4-NQ, therefore validating our initial 

hypothesis. This much higher chemical stability also correlates 

with a slower protodeboronation rate since the kinetic trace 

recorded at 290 nm (specific to the probe absorbance) is also 

very stable over several hours (see Fig. S7). Adding one 

equivalent of H2O2 to the solution results in a fast absorbance 

increase at 262 nm, rising to a maximal value in less than 5 min 

(red plot in Fig. 2C). It thus attests to an efficient H2O2-mediated 

deprotection of P3 into 1,4-NQ and so to a high responsiveness 

of the doubly protected probe to H2O2. In order to determine 

the deprotection rate of P3, we repeated the experiment at 

different H2O2 concentrations (Fig. S8). As expected, the kinetics 

show a faster increase in absorbance as the H2O2 concentration 

is higher. However, unlike P2 the maximal absorbance change 

scales with the stoichiometry of H2O2 (see ESI and Fig. S8 for 

details), which means that for each substoichiometric H2O2 

concentration added to the solution of P3, only the 

corresponding substoichiometric equivalent in [1,4-NQ] can be 

recovered. This distinct behaviour of P3 can be explained from 

the need to provide two equivalents of H2O2 for full 

deprotection of one equivalent, but also from the ability to 

regenerate an additional equivalent of H2O2 from each released 

molecule of 1,4-NQH2. This also points out that the autoxidation 

of 1,4-NQH2 is an efficient process for producing H2O2 at a yield 

close to 100% (a result which agrees with what was previously 

reported for the autoxidation of 1,4-NQ52). The experimental 

kinetics reported in Fig. S8 should therefore fulfil the 

mechanism presented by reactions S5 to S9 in ESI, wherein P3 is 

first converted into the monoprotected intermediate P2 and 
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then into 1,4-NQ according to the same H2O2-mediated catalytic 

transformation described above for P2. This reaction scheme is 

therefore characterized by two deprotection rate constants, 

namely 
3,Pd

k  and 
2,Pd

k . The value of 
2,Pd

k  can be considered the 

same than the one determined above from P2, a consideration 

which remains also valid for all the other rate constants, the 

only new rate being 
3,Pd

k . We have thus numerically simulated 

the set of reactions S5 to S9 using the value 
2,Pd

k , 
ox

k , 
n

k  and
p

k   

previously recovered from P2 and iteratively adjusted the rate 

constant 
3,Pd

k . The best fits of the simulated curves to the 

experimental data are shown in Fig. S8 (dashed plots in graph 

D) using 
3,Pd

k = 35 M-1·s-1. Despite all of our attempts, it was not 

possible to perfectly fit the data, the simulated plots showing a 

systematic slower increase of 1,4-NQ with time whatever 
3,Pd

k . 

In fact, much better fits were obtained by artificially considering 

the second deprotection rate fast enough (e.g., 
2,Pd

k > 3000 

M-1·s-1) to no longer interfere on the kinetics (solid plots in graph 

D of Fig. S8). This apparent inconsistency suggests that in 

parallel to the H2O2 deprotection of the intermediate P2, 

additional fast reactions contribute to an accelerated 

deprotection of P2. We emitted the hypothesis that it could be 

due to the autoxidation of P2 (reaction S8), which instead of a 

two-electron transfer reaction, as we have at first assumed, 

occurs through a one-electron transfer between O2 and P2 with 

the concomitant production of radical species (notably O2
•-, 

which by dismutation can produce H2O2 for additional 

deprotection of both P3 and intermediate P2). One can then 

conceive that these radical species can either directly or 

indirectly further contribute to the accelerated deprotection of 

the intermediate P2. We will come back later on this specific 

point. It is to note that the value of 
3,Pd

k = 35 M-1·s-1 recovered 

from the best fits, even if lower than
2,Pd

k , remains high and 

attractive for an efficient autocatalysis. 

 

Autocatalysis with P3 

The autocatalysis with P3 was performed under the same 

conditions than P2. The resulting kinetics curves (see Fig. 3A) 

characterizing the NADH consumption as a function of time, 

show, similarly to P2, well-defined S-shaped kinetics traces with 

longer lags as the triggering H2O2 concentration is lower. 

However, a main difference with P2 is the much slower kinetics, 

requiring for the lowest concentrations more than 5 hrs to reach 

t1/2, while it takes less than 10 min with P2. Such a huge 

difference can be understood from the slower deprotection 

rate of P3 with respect to P2, as well as from the need of two 

equivalents of H2O2 to fully deprotect each P3 molecule. The 

analytical performances grasped from the semi-logarithmic 

calibration plot in Fig. 3C indicate a dynamic concentration 

range over more than two decades (i.e., from 0.1 to 20 µM 

H2O2) and a LoD of 0.2 µM H2O2. These analytical performances 

are not as good as expected, leading to a LoD similar to that of 

P2, which is surprising if we consider the much higher chemical 

stability of P3. In order to improve the reaction rate and at the 

same time the analytical performances, we reproduced the 

autocatalysis at a slightly more basic pH (pH 9.5). The resulting 

autocatalytic responses in Fig. 3B show a clear kinetic gain, 

reducing the t1/2 values to a time window < 40 min. Compared 

to the results obtained at pH 8.5, this corresponds to an analysis 

time improvement by a factor 10. Moreover, the extracted H2O2 

calibration curve (Fig. 3C) demonstrates a better LoD of 20 nM, 

which is again a 10-fold improvement compared to pH 8.5 (Fig. 

3D). Clearly, the pH has a strong impact on the analytical 

performances of the system, since by changing the pH of one 

unit, both LoD and analysis time are improved 10-fold. All these 

results led us to investigate what could lead to such a drastic pH  
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Fig. 3 (A, B) UV-vis kinetic traces monitored at 340 nm 

immediately after the injection of different concentrations of 

H2O2 (see the caption on the graph) to solutions containing 50 

µM P3, 10 nM DI and 250 µM NADH. The experiments were 

conducted in an air-saturated Tris buffer (0.1 M) of (A) pH 8.5 or 

(B) pH 9.5. Each curve is the average of triplicate experiments. 

(C) Semi-logarithmic calibration curves obtained from the plot 

of t1/2 (recovered from the top and middle kinetic traces) as a 

function of log[H2O2]. Red dots: pH 9.5. Blue dots: pH 8.5. Errors 

bars are standard deviations from triplicates. (D) Same graphs 

than in C but normalized to the t1/2,0 recovered from the blank. 

effect, but also how to interpret the large rate difference 

between P3 and P2. To this end, we examined the possibility to 

simulate the autocatalytic kinetic traces on the basis of a 

reasonable set of reactions for describing the cross coupling 



between the H2O2-mediated catalytic deprotection of P3 (Loop 

1) and the enzyme-assisted redox cycling (Loop 2) (see 

thereafter). 

 

Mechanistic and kinetics analysis of the autocatalytic process 

The catalysed reduction of quinones by DI is a well-established 

“ping-pong” mechanism,42 which under turnover conditions can 

be defined by two half enzyme reactions (and three rate 

constants), i.e. (i) a two-step Michaelis-Menten type reaction 

between NADH and the oxidized form of the enzyme 

(characterized thus by a Michaelis-Menten constant KM and a 

catalytic turnover rate constant kc) and (ii) a bimolecular 

reaction characterizing the obligatory two-electron transfer 

reduction of quinones (here the 1,4-NQ) by the reduced form of 

the enzyme (governed thus by a second-order rate constant 

kred). The coupling of this enzymatic “ping-pong” mechanism to 

the H2O2-mediated deprotection of P3 leads to the autocatalytic 

set of reactions S10 to S16 in ESI. To simulate this mechanism, 

we first used for Loop 2 the values of KM, kc and kred (i.e., 60 µM, 

1200 s-1, 1.5 × 109 M-1·s-1, respectively) previously determined 

by us for an analogue of the 1,4-NQ, i.e. the menadione,42 while 

the other rate constants associated to Loop 1 were the same as 

those above determined (for clarity, the list of rate constants 

are gathered in the entry 1 of Table 1). The simulated time 

course of NADH consumption at different H2O2 concentrations 

are shown in Fig. S9. Their sigmoidal shapes are, as expected, in 

agreement with an autocatalytic reaction and also similar with 

those obtained experimentally (Fig. 3A). However, a main issue 

is that their t1/2 do not match those obtained experimentally, 

differing by a factor as high as 28. This result indicates that 

something is missing in the proposed mechanism. We figured 

out that it might be due to our oversimplified description of the 

autoxidation of 1,4-NQ. It is well established that the 

autoxidation mechanism of hydroquinones is more complex 

than a simple bimolecular reaction. It is indeed an autoinductive 

radical chain mechanism, in which the semiquinone (Q•-) and 

anion superoxide are involved as chain propagating species as 

follow:52-54 

 

0 +

2 2 2
QH  + O  Q  + O + 2 H

k        (0) 

 
,1

, 1

+

2
QH  + Q  2 Q  + 2 H

co

dis

k

k


       (1) 

 
2

2

2 2
Q  + O   Q + O

k

k


         (2) 

 
3

2 2 2 2
QH  + O  Q  + H O

k        (3) 

 
,4

2 2 2 2
2 O  O  + H O  disk         (4) 

 
5+

2 2 2
Q  + O  + 2 H   Q + H O

k        (5) 

 

This chain reaction is initiated by reaction 0, which is however 

considered to be very slow under near neutral conditions due 

to its spin-forbidden nature.55 However, once a small amount of 

Q•- is produced, it is able to trigger a cascade of faster reactions, 

notably reactions 1, 2 and 5 (forming a set of propagation 

reactions), which results in an autoinductive acceleration of the 

oxidation of 1,4-NQ by O2. Through this reaction network, QH2 

and O2 are consumed by reactions 1, 3 and 2, respectively, while 

Q is produced in oxidation reactions 2 and 5. This reaction 

scheme predicts a 1:1 stoichiometry for the autoxidation of 

QH2, leading thus to a 1:1 production of Q and H2O2. The rate 

acceleration of this mechanism originates from the product Q, 

which is the catalyst of its own formation through the 

comproportionation reaction 1. The majority of these reactions 

are pH-dependent but, for sake of simplicity, the rate constants 

used in this work are those at an effective pH (here pH 8.5). The 

rate constant values we have used are gathered in Table 1. Most 

of them were retrieved from the literature. A few were 

corrected for pH, while others were adjusted to fit the 

experimental data (see ESI for a detailed description of the rate 

constant selection). 

Incorporating the above autoxidation mechanism of 1,4-NQH2 

to the coupled enzymatic reduction of 1,4-NQ and H2O2-

mediated deprotection of P3 leads to the autocatalytic set 

depicted in Scheme 3. Furthermore, since P3 is very stable and 

therefore unlikely to be the source of the nonspecific triggering 

of autocatalysis, the alternative is to consider it originates from 

the slow autoxidation of NADH (characterized by the rate kns). 

In our model, this nonspecific reaction was assumed to be a 

one-electron transfer process, leading to the release of O2
•- and 

NAD• (defined as S•- in Scheme 3). Moreover, as we will see 

later, this reaction is apparently catalysed by DI (NADPH 

oxidase-like activity), which leads to a dependence of the 

nonspecific response on the enzyme concentration. Since there 

is no available information on the autoxidation kinetics of NADH 

in the literature (either it is catalysed or not by DI), the value of 

kns in our simulations was simply adjusted so that the simulated 

nonspecific autocatalytic response aligns with the experimental 

one. In this model, we also substituted the two-electron 

autoxidation of the intermediate P2 by a one-electron transfer 

reaction so as to better reflect the radical chain reaction we 

suspect coupled to this reaction. The S-shaped kinetic curves 

numerically calculated using the model in Scheme 3 and the 

associated rate constants gathered in entry 2 of Table 1 are 

shown in Fig. S9, while the theoretical H2O2 calibration curve 

derived from these plots is given in Fig. 4 (green line). Compared 

to the previous simulations involving just a simple second order 

reaction between 1,4-NQH2 and O2, the new computed kinetics 

traces are now much closer to the experimental ones, a results 

which highlights the importance to consider the overall 

complexity of 1,4-NQH2 autoxidation. Interestingly, the 

discrepancy we observe between simulations and experiments 

is clearly on the side of the lowest H2O2 concentrations (Fig. 4), 

since at the highest concentrations the theoretical plot fits the 

experimental data almost perfectly. We suspected that this 

could be related to an inhibition of the autoxidation of P2 

intermediate induced by the presence of the reducing 

enzyme/NADH substrate. As we have already mentioned, the 

autoxidation reaction mechanism of P2 could well be of a radical 

nature accompanied by a chain process. If we assume that this 

is the case, then one can consider that such a radical chain 

reaction is promoted under oxidizing conditions and inhibited 

under reducing conditions. To evaluate such an effect on the 

autocatalysis via simulation, we disabled in our model the 

autoxidation reaction of the monoboronic intermediate by 
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Scheme 3. Overall reactions involve in the autocatalytic 

deprotection of P3 in the presence of the reducing NADH/DI 

couple and H2O2. The enzyme substrate NADH and product 

NAD+ are here symbolized by S and R, and the different states 

of the diaphorase enzyme by Eo (oxidized), Er (reduced) and ES 

(enzyme/substrate precursor complex). 

setting its kn value to zero. Thanks to this, we were able to 

obtain the magenta simulated plot in Fig. 4, which now predicts 

the experimental data much more closely. This finding tends to 

support the hypothesis that the slow self-deprotection of P2 by 

O2 occurs through a one-electron transfer reaction with 

concomitant formation of radical species (possibly O2
•- and a 

naphthoxyl radical), which are then inhibited or scavenged 

under the reducing conditions (NADH has been shown to 

efficiently scavenge either HO2
• 56 or phenoxyl radicals57 by one-

electron reduction). This also demonstrates that the double 

masking does not prevent the autocatalytic reaction from 

working, even when the instability of the monoprotected 

intermediate is switched-off (i.e. when kn = 0). Indeed, when kn 

= 0, the autocatalysis still occurs with a reasonable efficiency 

(magenta curves in Fig. 4) because, statistically, the probability 

of having a double-deprotection of the probe is not null, even 

under the substoichiometric H2O2 conditions used here. In fact, 

this probability depends directly on the ratio between the first 

and the second deprotection rate constants (i.e., 
3,Pd

k  and 
2,Pd

k ), 

which is more favourable when the first one is slower than the 

second, as it is the case here (i.e., 35 vs. 300 M-1·s-1, 

respectively). 

As the magenta simulated plot in Fig. 4 still does not completely 

superimpose to the data, we considered that it could be due to 

the uncertainty in the selected values of k3 and kred (the latter 

being moreover recovered from a previous enzymatic study 

performed with menadione but not with the 1,4-NQ). To 

experimentally access the value of these two rate constants, we 

have performed redox cycling experiments (Loop 2) by mixing a 

fixed concentration of DI (10 nM) and NADH (250 µM) with 

different concentrations of 1,4-NQ and then monitoring the 

NADH absorbance decay (see graph A in Fig. S10). From the 

results reported in Fig. S10 and analysed in details in ESI, we 

were able to estimate the values of k3 = (5 – 8) × 104 M-1·s-1 and 

kred = (1.5 – 0.8) × 108 M-1·s-1 with a reasonably good degree of 

confidence. We thus considered these new values in our 

simulations and we succeeded to obtain an almost perfect 

agreement between the simulated calibration plot and the 

experimental data using kred = 108 M-1·s-1 and k3 = 5 × 104 M-1·s-1 

(blue curve in Fig. 4). This latter result definitely validates the 

model in Scheme 3 as well as the selected set of rate constants. 

With this tool in hand, it was next interesting to go back to the 

data with P2 in order to see to what extent the autocatalytic 

kinetic traces in Fig. 1 can be predicted by the model in Scheme 

3 and the associated rate constants (excluding of course from 

the model the first deprotection, i.e. 
3,Pd

k , which does not take 

place with P2). The best-simulated curves are reported in Fig. 

S12 using the rate constants gathered in the entry 6 of Table 1. 

To obtain such a good fit, it was necessary to adjust the rate 

constant kn to a non-null value, which is not surprising as for 

simulating the nonspecific autocatalytic response of P2, it is now 

necessary to consider the probe autoxidation as the main 

source of nonspecificity (thus controlled by kn) and no longer 

the NADH autoxidation (kns). A kn of 0.25 M-1·s-1 was thus set 

from the alignment of the simulated nonspecific response to the 

experimental one. This value is significantly lower than the 

value of 1.2 M-1·s-1 previously derived from the H2O2-mediated 

deprotection of P2, therefore confirming that there is an 

inhibition of the autoxidation of P2 under the reducing 

conditions of autocatalysis. The theoretical H2O2 calibration plot 

that was finally extracted from the simulated kinetic traces fits 

nicely to the experimental calibration plot in Fig. 1B. This is a 

strong plea for the validity of the proposed model. It also 

demonstrates the excellent self-consistency of our results. 

Armed with this knowledge, it was next interesting to identify 

the keys rate constants controlling the rate of autocatalysis but  

 



  

Table 1. Rate constants values used for the different autocatalytic kinetic simulations 

  Simulation entry a 

 Rate constant 1 2 3 4 5 6 

Probe deprotection 

reactions 
3,Pd

k  (M-1 s-1) 
 

35 35 35 35 35 / 

2,Pd
k  (M-1 s-1) 300 300 300 300 300 300 

 

Side reactions 

kn(M-1 s-1) 1.2 1.2 0.0 0.0 0.0 0.25 

kp (s-1) 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 

kns (M-1 s-1)  10-4  2.75×10-3 4.1×10-3 4.1×10-3 4.1×10-3 

Enzyme reactions KM (µM) 60  60 60 60 60 60 

kc (s-1) 1200 1200 1200 1200 1200 1200 

kred (M-1 s-1) 1.5×109 1.5×109 1.5×109 108 108 108 

 

 

 

1,4-NQH2 

autoxidation 

reactions 

kox (M-1 s-1) 3300 / / / / / 

k0 (M-1 s-1)  0.001  0.001  0.001  0.001  0.001  

kco,1 , kdis,-1 (M-1 s-1)  66000 ; 108 66000 ; 108 66000 ; 108 6.6×106 ; 108 66000 ; 108 

k2 , k-2 (M-1 s-1)  4.4×107 ; 2×108 4.4×107 ; 2×108 4.4×107 ; 2×108 4.4×107 ; 2×108 4.4×107 ; 2×108 

k3 (M-1 s-1)  8×104 8×104 5×104 4.7×106 5×104 

k4 (M-1 s-1)  2×104 2×104 2×104 2×104 2×104 

k5 (M-1 s-1)  2×109 2×109 2×109 2×109 2×109 

a Are highlighted in blue the change made when going step-by-step from the first simulation entry to the last one. 
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Fig. 4 Plots of the experimental and theoretical semi-logarithmic 

H2O2 calibration curves. The red and black dots are the 

experimental data recovered for P3 at pH 8.5 and 9.5 

respectively (same data than in Figs. 3C and D), while the solid 

lines are the theoretical plots predicted from numerical 

simulations of the autocatalytic set presented in Scheme 3. The 

parameters used for each simulated plots are those reported in 

Table 1 according to the following code color: (green) entry 2, 

(magenta) entry 3, (bleu) entry 4, and (orange) entry 5. 

also to determine what limits the analytical performances of the 

method. 

 

Rationalization of the effect of pH on the kinetics and LoD 

To understand the influence of the pH on the rate of 

autocatalysis (as illustrated in Fig. 3), one has to start by 

identifying the rate constants that a priori are the most strongly 

pH dependent. On account of the two pKas of the 1,4-NQH2 

(pKa,1 = 9.48 and pKa,2 = 11.02, see ESI), the rate constants k0, 

kco,1 and k3 are clearly much pH sensitive than the other rate 

constants of the model (since this is HO2
- the reactive species 

involved in the oxidative cleavage of boronates,58 the constants 

2,Pd
k  or 

3,Pd
k  are also pH dependent but to a lesser extent than k0, 

kco,1 and k3). Therefore, if we consider kco,1 and k3 (k0 is not taken 

into account for the same reason as previously) are mainly 

responsible for the pH dependency of the autocatalysis rate, 

this should be verifiable through the simulation of the H2O2 

calibration curve. From the two pKas of the 1,4-NQH2, we can 

calculate the values of kco,1 and k3 at pH 9.5, which are 6.6 × 106 

M-1·s-1 and 4.7 × 106 M-1·s-1, respectively (see ESI). The 

theoretical H2O2 calibration curve (orange line in Fig. 4) 

determined using these new values of kco,1 and k3 (while keeping 

the other rate constants the same as previously at pH 8.5) finally 

agrees quite well with the experimental plot at pH 9.5 (black 

squares in Fig. 4). This result confirms the key role played by 

both kco,1 and k3 in the pH-rate dependence of the autocatalysis. 

A better fit to the data would certainly be obtained by 

increasing slightly the two deprotection rate constants 
2,Pd

k  and 

3,Pd
k , which, as mentioned above, are also expected to rise with 

the pH. This kinetic analysis also explains the better detection 

limit obtained by increasing the pH (Fig. 3D). Indeed, if we admit 

that the NADH autoxidation (kns) (which determines the 

nonspecific response of the system and thus the LoD) varies less 

rapidly with the pH than the overall rate of autocatalysis 

(varying predominantly with the pH through kco,1 and k3), then 

we can understand why the LoD is 10-fold improved when the 

pH is increased from 8.5 to 9.5. 

 

Further improving the analytical performances 

To determine whether the analytical performance could be 

further improved and/or optimized, we performed the 

autocatalysis reaction in buffers of different nature adjusted at 

different pHs (it is to note that DI from the Bacillus 

Stearothermophilus has a bell-shaped activity in the pH range 



10 

 

6.5 to 10.5, with an optimum at pH 8.059). Among the different 

organic and inorganic buffers investigated (see ESI and Figs. S13 

to S20), the glycine buffer at pH 10 was found superior. The 

analytical performances obtained with this buffer were indeed 

clearly improved (Fig. S18), leading to a dynamic concentration 

range over nearly 3 decades (i.e., from ca. 0.01 to 10 µM H2O2) 

and a LoD as low as 5 nM H2O2 in less than 10 min reaction time. 

This is a very appealing performance since in terms of LoD, it is 

competitive with the best H2O2 detection kits currently 

commercially available (a LoD of 10 nM H2O2 within 30 min 

incubation time is reported for the popular fluorescent-based 

Amplex red® hydrogen peroxide/peroxidase assay41). Another 

buffer particularly attractive is the CAPS buffer at pH 9.5 (Fig. 

S20). In spite of a slightly longer reaction time, the data 

indicates the possibility to reach the nanomolar H2O2 

concentration range in less than 50 min. It is to note that with 

some buffers the autocatalysis was found to be inefficient in 

producing well-defined or discernible autocatalytic responses. 

This was especially true with the borate buffer (Fig. S17). It was 

also observed in some buffers an anomalous shift of the 

nonspecific blank response to shorter times compared to the 

responses recorded at the lowest H2O2 concentrations. All these 

behaviours suggest that the buffer plays an active role in the 

autocatalysis that we have not yet been able to elucidate. 

Another parameter we examined to improve the analytical 

performances was the concentration of DI. As shown in Fig. 5, 

the concentration of the reducing enzyme was found to have a 

considerable impact on the nonspecific autocatalytic response, 

dramatically accelerating the nonspecific t1/2 value with the rise 

of DI concentration, an effect which suggests that the enzyme 

slowly catalyses the reaction between NADH and O2 to produce 

O2
•- or H2O2. These results echo the residual NADH oxidase 

activity (< 0.01%) reported by the enzyme supplier and which 

would be related to the presence of traces of NADH oxidase in 

the purified diaphorase samples. However, another possibility 

that cannot be ruled out is that DI has an intrinsic residual NADH 

oxidase activity. Indeed, one can assume that the reaction with 

O2 is not necessarily inexistent even though this flavoenzyme is 

known to not accept O2 as an electron acceptor. By gradually 

decreasing the concentration of DI, we can see in Fig. 5 that the 

value of t1/2 increases until it reaches a maximum before slightly 

decreasing at the lowest concentration (graph B in Fig. 5). This 

indicates that by lowering the concentration of DI, the 

nonspecific contribution associated to the residual NADH 

oxidase activity is reduced. This can therefore be exploited to 

improve the specific vs. nonspecific response, especially if the 

enzyme reduction rate of the naphthoquinone in Loop 2 

continues to be not rate limiting. This latter attribute can be 

easily verified from the S-shape of the autocatalytic response. 

Indeed, if the kinetic profiles are similar regardless of the 

enzyme concentration, it suggests that the naphthoquinone 

reduction is not rate limiting. On the other hand, when the rate 

of the naphthoquinone reduction becomes too slow, as 

illustrated for the lowest enzyme concentration (i.e. 0.1 nM in 

Fig. 5), the kinetic trace presents a more spread-out 

autocatalytic response, signing thus the slowing down of Loop 

2. The kinetic gain also observed at the lowest enzyme 

concentrations can be explained from the redox cycling (Loop 2) 

in Scheme 3, which tends to be inhibited at high DI 

concentration by forcing the naphthoquinone to be rapidly 

doubly reduced, thus bypassing the formation of semi-

naphthoquinone indispensable to sustain the free radical chain 

reaction. This inhibitory effect is relaxed when the enzyme 

concentration becomes sufficiently low, which finally leads to a 

slightly faster autocatalytic reaction. Considering the  
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Fig. 5 (A) Influence of the reducing enzyme concentration on the 

nonspecific autocatalytic response. The kinetic traces at 340 nm 

were recorded immediately after 50 µM P3 was mixed with 250 µM 

NADH and different concentrations of DI (see the legend on the 

graph) in an air-saturated Tris buffer (0.1 M) at pH 8.5. (B) Semi-

logarithmic curve showing the influence of the DI concentration on 

the t1/2 values recovered from the nonspecific autocatalytic 

responses. 

importance of the enzyme concentration on the nonspecific 

response, we reproduced the autocatalysis experiments at pH 

8.5 with a DI concentration 100 times lower, i.e. 0.1 nM. The 

results in Fig. 6 show a significant gain in the H2O2 detection 

limit, allowing now to detect as low as 15 nM H2O2. Compared 

to the previous experiments performed at a higher enzyme 

concentration, this corresponds to a 10-fold gain in LoD 

(compare Figs. 3 and 6). 

To illustrate the potential of the method to indirectly detect the 

activity of an oxidase through its H2O2 production, we 

performed the quantitative detection of glucose oxidase (GOD) 

under the experimental conditions used above. Indeed, in the 

presence of glucose, GOD catalyses the oxidation of glucose into 

gluconolactone with concomitant production of H2O2 from 

catalytic reduction of dissolved O2. The results gathered in Fig. 



S23 demonstrate the feasibility of the approach, allowing 

indirect quantification of GOD by autocatalytic molecular 

amplification down to subpicomolar concentrations. 

 

Triggering the autocatalysis with a naphthoquinone 

A compelling property of the present cross-catalytic reaction 

scheme lies in its ability to be triggered not only by H2O2 but also 

any redox cycling compound (i.e., by definition a redox-active 

compound able in the presence of O2 and a reducing species to 

cycle and to generate reactive oxygen species). This 
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Fig. 6 (A) Autocatalytic responses obtained with 0.1 nM DI, 50 µM P3, 

250 µM NADH and different H2O2 concentrations (see the legend on 

the graph) in an air-saturated Tris buffer (0.1 M) at pH 8.5. Each curve 

is the average of triplicate experiments. (B) Semi-logarithmic H2O2 

calibration curve extracted from kinetics experiments analogous to 

those reported in A. Errors bars are standard deviations from 

triplicates. 

makes this approach potentially attractive for the design of new 

sensitive bioassays.60, 61 This can be for instance through the 

upstream production of a redox cycling compound via an 

enzyme or an enzymatic label, which can then trigger via one of 

the above boronic probes an exponential molecular 

amplification. With the aim to evaluate the ability of P3 to be 

triggered by low concentrations of a given redox cycling 

compound, we have investigated the autocatalysis in the 

presence of different concentrations of 2-amino-3-chloro-1,4-

naphthoquinone (from 0.15 nM to 0.15 µM), a compound we 

had previously identified as an efficient redox cycling 

compound.34 The results gathered in Fig. 7 demonstrates 

particularly good analytical performances, allowing to easily 

detect as low as 150 pM of 2-amino-3-chloro-1,4-NQ in less than 

30 min, with a LoD estimated close to 50 pM. As for H2O2, the 

dynamic range of concentrations is also wide, extending over 

nearly 3 orders of magnitude. These analytical performances 

are definitely much better than those obtained with H2O2. This 

asymmetry in the analytical performances was shown to be an 

intrinsic property of a cross-catalytic reaction scheme.36 Indeed, 

if the two catalytic loops have similar rates, the detection 

efficiency of the catalyst of Loop 1 or Loop 2 is theoretically the 

same, thus leading to an identical LoD of each trigger. On the 

other hand, if the rates of each loop are different, the trigger of 

the fastest loop becomes the most easily detectable and 

therefore the one that theoretically leads to the lowest LoD. 

This is exactly what we observe here with the trigger 

naphthoquinone, which, due to its involvement in a faster 

catalytic loop (Loop 2) is detected more sensitively than H2O2. 

 

Towards an improvement with the design of a diboronate 

probe able to release a better redox cycler 

Improvement of the rates associated to each loop of the cross-

catalysis reaction is a strategy to shorten the analysis time and 

to potentially enhance the detection limit by better 

discriminating the specific from nonspecific responses.36 In the 

present case, the background amplification stems from the 

instability associated to Loop 2 (i.e., from NADH autoxidation or 

NADH-oxidase like activity of diaphorase) since the double 

masking of the probe makes it so stable that no nonspecific 

response can arise from Loop 1. It is therefore particularly 

relevant to find a strategy that aims at improving the global rate 

of Loop 2. To do so, a relatively straightforward method is to 

substitute the masked 1,4-NQH2 in P3 by an alternative faster 

redox cycling naphthohydroquinone. A series of different 

naphthoquinones were thus screened for their redox cycling 

properties and then compared to the 1,4-NQ (see ESI and Fig. 

S21 for details). From this screening, three naphthoquinones 

were identified as a better redox cycler than the 1,4-NQ, i.e. the 

2-amino-3-chloro-1,4-NQ, 1,2-NQ and 2-methoxy-1,4-NQ. The 

chemical stability of these three naphthoquinones in an 

aqueous buffered solution was also examined and the most 

stable was the 2-methoxy-1,4-NQ, showing almost no change in 

the absorbance spectra after several hours in a Tris buffer 

(graph C in Fig. S22). The chemical synthesis of the 

corresponding diboronic probe P4 was thus planned and 

successfully achieved (Scheme 1C). The long-term stability of a 

diluted solution of P4 was shown to be quite good (Fig. S22 and 

2D), demonstrating a chemical stability of P4 at least as good as 

P3. Concerning the H2O2-mediated deprotection of P4 (Fig. 2D), 

it was found a little slower than P3 (by a factor 6). We attribute 

this slower rate to the methoxy group in ortho position, which 

by steric effect can slow-down the nucleophilic attack of HO2
-. 

The autocatalytic kinetic traces collected with P4 over 90 min 

at pH 8.5 attest of a rather fast autocatalytic reaction (Fig. 8A), 

approximately 4-fold faster than P3 at the same pH. This gain in 

analysis time is clearly the result of the better redox cycling 

properties of 2-MeO-1,4-NQ as compared to 1,4-NQ, 

compensating thus for the slower H2O2 deprotection rate. This 

gain in time also almost completely translates into a gain in LoD 

since the detection limits for P3 and P4 are 0.2 and 0.06 µM 

H2O2, respectively (Fig. 8C). The fact that the faster kinetics with 
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Fig. 7 (Top) UV-vis kinetic traces (average of triplicates) monitored at 

340 nm immediately after the injection of different concentrations 

of 2-amino-3-chloro-1,4-NQ (see the caption on the graph) to 

solutions containing 50 µM P3, 10 nM DI and 250 µM NADH in an air-

saturated CAPS-EDTA buffer (0.1 M) at pH 9.5, and (bottom) the 

corresponding semi-logarithmic 2-amino-3-chloro-1,4-NQ 

calibration curve. Errors bars are standard deviations from 

triplicates. 

P4 results in a better LoD is not surprising because, as we had 

previously demonstrated from theoretical analysis of a cross-

catalytic system,36 reaction time and detection limit are both 

inversely proportional to the geometric mean of each loop’s 

rate (this corresponds to the limiting case where detection of 

H2O2 is mainly restricted by the nonspecific response resulting 

from NADH autoxidation). 

Conclusions 

Thanks to the simple strategy consisting in the double masking 

of a naphthohydroquinone with boronate groups, we 

demonstrated the feasibility to design an efficient and versatile 

exponential molecular amplification system, well-suited for the 

sensitive detection of H2O2 down to a few nM in less than 10 

minutes or a redox cycling compound such as the 2-amino-3-

chloro-1,4-NQ down to 50 pM in less than 30 minutes. These 

remarkable analytical performances are the best so far reported 

for an autocatalytic molecular amplification strategy, 

amounting to a 300-fold improvement in LoD compared to 

H2O2 detection by dendritic chain reaction.21 Such 

performances are the result of the high chemical stability of the 

diboronate ester probes (a high stability resulting from the 

double protection of the probe and a non-utilization of a self-

immolating protective group) as well as a particularly good 
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Fig. 8 (A) UV-vis kinetic traces (average of triplicates) monitored at 

340 nm immediately after the injection of different concentrations 

of H2O2 (see the caption on the graph) to solutions containing 50 µM 

P4, 10 nM DI and 250 µM NADH in an air-saturated Tris-EDTA buffer 

(0.1 M) at pH 8.5, and (B) the corresponding semi-logarithmic H2O2 

calibration curve. (C) Overlay of the normalized semi-logarithmic 

calibration curve of H2O2 obtained in B to that obtained with P3. 

Errors bars are standard deviations from triplicates. 

reactivity towards H2O2. Another important result of this work 

is that it demonstrates the usefulness of deciphering the 

mechanism and kinetics of complex reaction networks in order 

to better understand, predict and optimize their functioning. 

Through this mechanistic study we were able to explain how the 

pH can play an important role and how, by adjusting it, it is 

possible to improve significantly the analytical performances 

thanks to a better discrimination of the specific vs. nonspecific 

response. It also allowed us to demonstrate that the double 

masking does not prevent autocatalysis from working despite 

the fact that two equivalents of H2O2 are needed to completely 

deprotect the probe. Furthermore, as illustrated with the 

selection of a better redox cycler for the design of probe P4, it is 

clear that there is room to further improve the analytical 

performances of the system. 

The study of complex reaction networks with highly nonlinear 

dynamics is a rapidly expanding field which, due to its numerous 

implications in the field of systems chemistry, is expected to 

grow rapidly in the future. Further developments and 

exploitations in a variety of analytical or bioanalytical 

applications are also expected, especially considering the 

versatility and generic character of the present molecular 

amplification strategy. Finally, we believe that the approach 

proposed here has also potential for applications in cellular 

imaging or drug delivery, notably by taking advantage of probes 

or pro-drugs capable of selectively and autocatalytically 

delivering the active molecule in vivo. 
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