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The costs of reproduction in evolutionary demography:
An application of Multitrait Population Projection Matrix models

0STS of reproduction are pervasive in life history theory. Through this constraint, the reproduc-
C tive effort of an organism at a given time negatively affects its later survival and fertility. For
life historians, they correspond mostly to a physiological trade-off that stems from an allocative process,
occurring at each time-step, at the level of the individual. For evolutionary demographers, they are essen-
tially about genetic trade-offs, arising from a genetic variance in a pleiotropic gene acting antagonistically
on early-age and late-age fitness components. The study, from an evolutionary demographic standpoint,
of these mechanisms and of the relative, cross and joint effects of physiological and genetic costs, is the
aim of this thesis.

The close examination of Williams (1966)’s original definition of the physiological costs of reproduction
led us to produce a theoretical design of their apparatus that accounts for both their mechanistic and
evolutionary mechanisms. This design allowed us to make predictions with regards to the strength of costs
of reproduction for various positions of organisms on three life-history spectra: slow-fast, income-capital
breeders and quality-quantity.

From Stearns (1989b)’s tryptic architecture of life history trade-offs —that divides their structure into
the genotypic level, the intermediate structure and the phenotypic level — we devised a general framework,
which models the possible cohabitation of both physiological and genetic costs. From this, we inferred
differing detectability patterns of both types of costs according to the environmental conditions, their vari-
ance and individual stochasticity. We could also establish that both costs buffer environmental variations,
but with varying time windows of effect. Their dissimilarity emerges also from the differences between
mathematical projection models specific to each cost. A new family of evolutionary models is therefore
required to implement both physiological and genetic trade-offs.

We then describe the vector-based construction method for such a model which we call Multitrait
Population Projection Matrix (MPPM) and which allows incorporating both types of costs by embedding
them as traits into the matrix. We extend the classical sensitivity analysis techniques of evolutionary
demography to MPPMs. Most importantly, we present a new analysis tool for both life history and
evolutionary demography: the Trait Level Analysis. It consists in comparing pairs of models that share the
same asymptotic properties. Such ergodic equivalent matrices are produced by folding, an operation that
consists in reducing the number of traits of a multi-trait model, by averaging transitions for the traits folded
upon, whilst still preserving the asymptotic flows. The Trait Level Analysis therefore allows, for example,
to measure the evolutionary importance of costs of reproduction by comparing models incorporating them
with folded versions of these models from which the costs are absent.

Using classical and new methods to compute fitness moments — selection gradient, variance in repro-
ductive success, environmental variance - in models with and without the costs, we can show their effects
on various demographic and evolutionary measures. We reveal, in this way, the combined effects of ge-
netic and physiological costs on the vital rates of an age-structured population. We also demonstrate
how physiological costs affect both components of effective selection, as they flatten the slope of selection
gradients and increase the effective size of a population. Finally, we show how their buffering of environ-
mental and demographic variance confer greater resilience to populations experiencing physiological costs
of reproduction.

Lastly, we hint at the extension of such a multitrait model towards a new evolutionary demographic
field, studying the coevolution of kinship distributions and biodemography, we call Kinship Demography.
Kinship demography considers both the effects of kinship distribution on the demography of the population,
which occur via the intra- and intergenerational transfers between kin, and the reciprocal influence of vital
rates on the distribution of kin.

Keywords: Evolutionary demography, Life-history theory, Multitrait Population Projection Matrix, MPPM,
Trait-level analysis, Kinship models, Physiological trade-off, Genetic trade-off, Costs of reproduction.
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Les cotits de la reproduction en démographie évolutive:
Une application des modeles de Matrices de Projection de Population Multitrait

ES colits de la reproduction sont un compromis biologique (trade-off) fondamental en théorie des
L histoires de vie. Par ce compromis, le succes, pour un organisme, d’un événement de reproduction
réduit sa survie et sa fertilité futures. Pour les écologues, ce trade-off correspond principalement & un
compromis physiologique résultant d’un processus d’allocation ayant lieu & chaque instant et au niveau de
chaque individu. Au contraire, en démographie évolutive, il est envisagé comme un trade-off génétique
découlant du polymorphisme génotypique d’un géne pléiotropique agissant de maniére antagoniste sur
la reproduction aux jeunes ages et la fitness aux ages élevés. L’étude des mécanismes des coiits de la
reproduction, physiologiques et génétiques, de leur possible cohabitation et de leur effets relatifs, croisés
et conjoints est le sujet de cette these.

Un examen attentif de la définition originelle des cotits de la reproduction par Williams (1966), nous
permet de construire un modele théorique des cotits physiologiques intégrant leurs aspects mécaniques et
évolutifs. Cette construction nous permet d’induire I'intensité des cotits de la reproduction selon la position
d’un organisme sur trois continuums d’histoire de vie: "slow-fast', "income-capital breeders" et "quantity-
quality". A partir de la décomposition, par Stearns (1989b), de I’architecture des contraintes d’histoire de
vie en trois parties — le niveau génotypique, la structure intermédiaire et le niveau phénotypique - nous
étendons notre modele conceptuel pour y intégrer a la fois des trade-offs physiologiques et génétiques. Cela
nous permet d’inférer les effets de I’environnement, de sa variance et de la stochasticité individuelle sur la
détectabilité de chaque famille de cotits. La différence entre cotits physiologiques et génétiques se retrouve
également dans leur modélisation mathématique. Il est donc nécessaire de développer de nouveaux modeles
permettant d’incorporer cotits physiologiques et génétiques.

Nous proposons ensuite une méthode vectorielle de construction d’un tel type de modeéle, que nous
appelons Matrice de Projection de Population Multitrait (MPPM). Ce dernier peut implémenter chaque
type de colit en l'intégrant dans la matrice en tant que trait. Nous étendons ensuite aux MPPMs les tech-
niques d’analyse de sensibilité, standards en démographie évolutive, des modéles & un trait aux MPPMs.
Surtout, nous décrivons un nouvel outil d’analyse, pertinent en théorie des histoires de vie et en démo-
graphie évolutive: la Trait Level Analysis. Elle consiste & comparer des modeéles qui partagent les mémes
propriétés asymptotiques. Ceci est rendu possible par le repliement d’'une MPPM selon certains traits,
une opération qui réduit le nombre de traits du modele en moyennant ses transitions selon les abondances
ergodiques relatives. Ainsi, la Trait Level Analysis permet de mesurer I'importance évolutive des coiits
de la reproduction en comparant des modeles implémentant ces cofits, avec des versions ergodiquement
équivalentes de ces modeles mais repliées selon les traits supportant les compromis.

Nous utilisons des méthodes, classiques et nouvelles, de calculs des moments de la fitness — gradient de
sélection, variance du succes reproducteur, variance environnementale — que nous appliquons aux modeéles
avec colts et sans colits afin de mesurer leurs effets démographiques et évolutifs. Nous présentons les
effets conjoints des cofits physiologiques et génétiques sur la distribution par 4ge des taux vitaux d’une
population. Nous montrons également comment les cotlits physiologiques influencent les deux composants
de la sélection efficace, en aplatissant le gradient de sélection d’un cdté et en accroissant la taille efficace de
la population de I'autre. Enfin, nous démontrons comment ’effet tampon des cofits sur les variances envi-
ronnementales et démographiques améliore la résilience d’une population soumise aux cotits physiologiques
de la reproduction.

Finalement, nous montrons en quoi ce modele évolutif, implémentant des compromis, est pertinent
pour étudier les relations entre structures d’apparentement et démographie. Ce champ disciplinaire, appelé
Kinship Demography, s’intéresse a la fois aux conséquences démographiques des structures d’apparentement
d’une population (par exemple du fait des transferts de ressources intra- et inter-générationnels entre
apparentés) et a l'influence réciproque des taux vitaux d’une population sur ces structures de parenté.

Mots-clefs : Démographie évolutive, Théorie des histoires de vie, Modeles matriciels de populations, Mod-
eles multitrait, Trait-level Analysis, Kinship models, Compromis physiologique, Compromis génétique,
Coits de la reproduction, Ecologie théorique.
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Preambule

Published in 1651, the first edition of William Harvey’s De generatione animalium (On animal generation)
shows, on its front page (fig 1), Jupiter on its throne, opening an egg-shaped box from which escape living
beings of all shapes and forms : a crocodile, a bird, a cricket, a deer, a man and even what looks like a
plant (Harvey, 1651). On the box itself, three words, ex ovo omnia (all life comes from the egg). This was
echoed, two hundred years later by Pasteur’s Omne vivum ex vivo (Pasteur, 1862). Denying spontaneous
generation for all species - as all life is from life - these two authors provided a link between offspring
and adults. By doing so, they added a transition between generations to the within-generation study of
organisms’ ontogenesis and therefore established the universality of the life cycle.

3
‘ Generatione Animalinm.

(a)

Figure 1: Front cover (fig 1a) and detail (fig 1b) of the 1651 version of
Harvey’s De generatione animalium (On animal generation).

X



Introduction

Half a century after their initial formulations, the theories of evolution (Darwin, 1859) and of the laws of
genetics (Mendel, 1865) were reconciled in the modern synthesis (as later denoted by Huxley (1942)). This
synthesis prompted the emergence of evolutionary biology and within it, population genetics — studying ge-
netic differences within and between populations (Fisher, 1930; Haldane, 1941) - and evolutionary ecology
— studying population biology from an evolutionary perspective. Within the latter, a new theory was born
- Life History Theory (LHT) - that examines the life cycle of organisms in the light of evolution. It would
develop steadily in the 1950s (Cole, 1954; Haldane, 1957; Lack, 1954; Maynard Smith, 1958; Medawar,
1952; Williams, 1957). Life cycles (or life histories as they are also called) are categorized by traits (in
general one trait; stage for instance), where each value of the trait correspond to a specific life history state
(stage rosette for example). The specificity of a life history lies therefore in the transition probabilities
between the various states of the life cycle, which we call vital rates.

As population genetics considers genetic variation from an evolutionary perspective, so does Life His-
tory Theory with variations between life histories. The difference between the life cycles of two populations
correspond to differing life history strategies, i.e. to different combinations of vital rates. As a matter of
fact, the differences in strategies are often characterized by a few key components of the life history that
some call life history "traits". Because these “traits” are generally of different demographic natures (some
are traits, some transitions, see Stearns (1992)’s list below), we shall follow in the steps of Lamont Cole
and refer to them as (pertinent) life history features (Cole, 1954). We illustrate this nomenclature in fig.
2.

trait : age

_—

- =
= < o

-
- NN

——— growth and survival vital rates
fertility vital rates

life history state

1
|
|
v

'
|
|

v

life history features

trait : size

2,
N
)
«

Figure 2: Life cycle. In this life cycle, structured by traits age and size, we represent the states
as circles representing the combinations of trait values and the wvital rates (the transitions between
states) as arrows, plain for survival and growth transitions and dotted for fertility rates. Some
of these states and transitions correspond to the key life history features of Stearns (1992) (he
calls life history "traits"). When the case, they have been colored in red. They are: size at birth,
growth pattern (the plain arrows), age and size at maturity (the state in red corresponds to one of
these), age (and size-)-specific reproductive investments (the dotted arrows), length of life (states
of maximum age).



Introduction

In order to be ecologically meaningful, the choice of the trait categorizing a life history should fall
on that which best segregates the organism’s lifetime into states of great demographic and evolutionary
importance. For that reason, in most cases, the traits used are age, stage and size. In humans for instance,
age is a clear determinant of a woman’s position in the key reproductive segments of her life history:
immature, reproductive and post-reproductive periods. To the contrary, in trees, age is not such a great
determinant of life history, but trait stage allows to divide the life history of the organism into low survival
states (e.g., seed) and high survival ones (e.g., mature trees). Stage is also the trait of choice for organisms
undergoing metamorphosis. Other traits can be considered as key determinants of life history, like size (for
which the wvital rates are growth rates), location (vital rates are dispersal rates), sex etc. As a matter of
fact, according to Stearns (1992), among these traits, two are of paramount importance across all forms of
life: age and size. This can be seen from his identification of seven crucial life history features that most
significantly affect an organism’s level of fitness: size at birth, growth pattern, age and size at maturity,
number of offspring, age (and size-)-specific reproductive investments, age (and size-)-specific mortality
schedules and length of life. We have illustrated this by highlighting some of these key features in the
simple age and size life cycle of figure 2.

This slight difference in concept, between traits characterizing life histories and pertinent life history
features - which correspond to certain states and vital rates as defined on these traits - would lead to a
branching in LHT between two main axes of research: life history optimality theory, focusing on trade-offs
between life history features, and evolutionary demography, based on traits.

Life history optimality theory

Focusing on life history features, life historians want to analyze their variations between individuals within
a population or within a species, as well as between species. First, at the interface with population and
quantitative genetics, by trying to understand in what measure these life history variations are pheno-
typic expressions of genetic variations. Second, by questioning how the change in a specific feature may
be affected by the variation in another and therefore by identifying the relationships between the various
life history features. Since for any given organism, all life history characteristics cannot be maximized
simultaneously — this would lead to the so-called 'Darwinian demon’ (Law, 1979) — they are constrained.
These constrains, potentially caused by a limited resource common to different functions of the organism,
result in what are called ’trade-offs’. Trade-offs are not the prerogative of LHT. They are at the core of
quantitative genetics, where they are a major component of the G matrix of additive variance covariance
(Lande, 1982). Life History Theory, for its part, focuses specifically on the relationships between pertinent
life history features and in particular between the wvital rates (the transitions in the life cycle) associated
with them and that are called fitness components (fertility rates, survival rates, growth rates, etc.). These
'life history trade-offs’ at the core of life history theory - relating pairs of features both with demographic
significance and intraspecific variance - occur within all organisms. For example, in a population, some
individuals will allocate more energy than others to reproduction at a certain time but at the cost of future
fertility or survival; this trade-off is denoted as ’costs of reproduction’ (Williams, 1966) Some will produce
more offspring than others, but theirs will be frailer (smaller or less cared for, for instance); this is the
quantity-quality trade-off (Lack, 1947). Other major life history trade-offs include age vs size at maturity
(Stearns and Koella, 1986). Whilst these are arguably ubiquitous in nature, some are specific to certain
species, taxa or taxonomic kingdoms like the trade-off between water-use-efficiency and relative-growth-
rate in plants (Angert et al., 2014).

However, because variations in life history features are deemed larger between species that within
populations, these trade-offs are often solely considered at the between-species level, for which trade-offs
are more about evolved strategies than allocation of current resources. As a matter of fact, the evolved
positions of species on key trade-offs are often used as central statistics of their life history strategies. For
example, some mammal species are slow (they promote longevity at the cost of fertility), some are fast
(opposing characteristics) (Gaillard et al., 1989; Stearns, 1983). Some primate species have more offspring
than others, but these offspring are usually smaller (Walker et al., 2008). These slow-fast and quantity-
quality spectra, form, with others (e.g., the iteroparous-semelparous spectrum), a family of life-history
continua. This multidimensional family has gradually taken over the role of life history classifier formerly
held by the unidimensional “r/K” characterization. This family of life history continua is in constant evo-
lution. First, as addition to the family of trade-offs stem from the theory (see the dimensionless quantities
of Charnov (2002)). Second, as theoretical and empirical results provide new ways to quantify the position
of an organism on a known trade-off (Gaillard et al., 2005) sometimes with contrasted results (Oli and
Dobson, 2003).

At the species level, the focus of life historians on trade-offs - deemed to stem from genetic correlations
caused by antagonistic pleiotropy or genetic linkage - gave rise to the life history optimality theory. If a
population is allowed time to adapt to a given environment, it will settle at a specific point on a life-history
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strategy continuum - considered evolutionary stable - that maximizes its fitness (Parker and Maynard
Smith, 1990). In reality, of course, an organism is located on an infinity of life history continua and only
considering one pair of life history features as being optimized by natural selection causes interpretation
issues. The position of an organism on a continuum may be evolutionary stable without being optimal,
if for instance it is constrained by the positions on other continua, as was illustrated thanks to a famous
architectural analogy by Gould and Lewontin (1979).

Evolutionary demography

Focusing on the trait(s) pacing the life cycle, life historians have turned to the tools of mathematical
demography. Amid the proliferation of demographical studies on the growth rates of populations of the
second half of the 19th century and the first half of the 20th century (Verhulst, 1845; Pearl and Reed,
1920), Alfred Lotka, building on earlier work by Euler (Euler, 1760), produced the famous Euler-Lotka
equation (Alfred J. Lotka, 1925). This equation relates the life history transitions (the vital rates) of an
age-structured population — the fertility and mortality rates — to the asymptotic growth rate of the popu-
lation, the Malthusian parameter (Malthus, 1798). This discovery was concomitant with Fisher’s equation
of the latter with Darwinian fitness (Fisher, 1930) which meant that the fitness of a population could be
directly extracted from its life-cycle. However skepticism grew amongst biologists about the perceived
inadequacy or oversimplification of such theoretical population models (Allee, 1934; Salt, 1936). This situ-
ation led LaMont Cole, twenty years later, to express his concern: "the [...] analysis of the ways in which
differences between the life histories of species may result in different characteristics of their populations
has remained relatively unexplored" (Cole, 1954). New major advances in this new field of Life History
Theory — in which Hutchinson placed his hopes in and christened biodemography (Hutchinson, 1948) -
would finally occur at the turn of the 1960s. Initial efforts by Hamilton (1966) and Lewontin (1965) were
generalized in a strikingly simultaneous effort by Demetrius (1969), Emlen (1970) and Goodman (1971) to
provide "the sensitivity of the intrinsic growth rate to changes in the age-specific birth and death rates":
evolutionary demography was born.

This breakthrough could certainly not have occurred without the advent of the population projection
matrix by Lewis (1942) and Leslie (1945) and the demonstration by Keyfitz and Murphy (1967) that life
histories were equivalently described by the “old” continuous-time equations and the “new” discrete time
matrices. Written in matrix form, the life histories of age-structured populations were not only easier to
visualize (the vital rates appearing clearly as different entries of the matrix) and to project over time (a
"simple" multiplication of a population vector by the Leslie matrix providing the population vector at the
next time-step) but also to analyze.

In 1978, using the powerful tools of linear algebra, Caswell (1978) related the sensitivities of A (the
asymptotic growth rate or dominant eigenvalue of the projection matrix) to changes in vital rates, to its
associated right-eigenvector (the vector of asymptotic abundances, denoted w) and left-eigenvector (the
vector of reproductive values, denoted v).At the same time, a fuller formalization of A as Darwinian fitness,
under simplifying assumptions, was provided (Charlesworth, 1980; Demetrius, 1981). This led to heated
disputes among ecologists, in particular with respect to the alternative use of the net reproductive rate
Ro (see, for instance, Nur, 1984; Stenseth, 1984), but these were finally settled (see Murray, 1992).
Therefore, sensitivity analysis tools allowed to start providing answers to Cole’s question by enabling to
measure the relative contribution of certain vital rates, states and other life history features and sub-cycles
of the life-history, to the fitness of the population (de Kroon et al., 1986; van Groenendael et al., 1994).

In parallel, the shift, for life history modeling, from continuous-time equations to matrix form allowed
to expand the scope of implementable traits. Lefkovitch (1965) devised the first stage-based population
projection matrix that now bears his name, and Usher (1966) a matrix for population characterized by
size. Linear algebra, the mathematics underlying projection matrices, allowed to extend the results of
age-structured models to population characterized by any trait. The Euler-Lotka equation was generalized
into the characteristic equation of the projection matrix, from which ergodic growth rate, abundances and
reproductive values could be obtained similarly. Other key demographic measures were then extended. For
instance, Charlesworth (1980) showed that generation time was the first derivative of the characteristic
polynomial whatever the trait used. Other efforts were more laborious but still proved useful as the
extraction of age parameters for stage-structured populations by Cochran and Ellner (1992).
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First attempt at reconciling trade-off optimality theory and
evolutionary demography

A first bridge between these two slightly differing focuses of LHT - on one side, the optimality (of fitness
under trade-offs constrains) theory and, on the other side, the evolutionary demographic approach — was
initiated by the first sensitivity analyses of optimal life histories (Caswell, 1982a,b; Caswell and Real, 1987;
Law, 1979; Schaffer, 1974). This mixed approach applies the perturbation analysis tools of evolutionary
demography to the Evolutionary Stable Strategy position of optimality theory. The reasoning is that, if
the organism is in ESS, its fitness A is optimal, and its total derivative is therefore zero. This application
of optimality theory to evolutionary demography provides, therefore, a multivariate relationship between
all the aiii (the sensitivities of fitness to vital rates) in the life cycle, a relationship assumed to represent
the projection of trade-offs on vital rates and states. However this reconciliation attempt can be considered
to be only partial, for two reasons.

First, because the relationship it provides is between all transitions (between all states) in the life
history, and not merely between those related to the pertinent life history features that connect the trade-
offs. Considered globally, it shows every vital rate as trading-off with all others and is therefore hard to
make sense of. Focusing, to the contrary, on pairs of transitions - assuming all other transitions constant
- it yields pairwise relationships between vital rates sensitivities that should not, ecologically speaking, be
considered independently from the others (Caswell, 1982a).

Second, because at the time of this incorporation of population-level constrains in evolutionary de-
mography, only a subset of trade-offs were actually, but largely unknowingly, considered. Indeed, the
negative correlations between life history features observed at the population and species level - now called
genetic (sometimes evolutionary) trade-offs - were then considered to be manifestations, at the level of the
population, of the trade-offs occurring within each of its individuals - the physiological trade-offs.

Genetic and physiological trade-offs

This misinterpretation is epitomized by the use of the name of the cause (trade-off) for the consequence
(a negative correlation). As Roff and Fairbairn (2007) point out: "the term ’trade-off’ may be used to
describe the functional relationship between two traits or the statistical correlation between the traits".
Therefore the same consequences, the negative correlations between life history features, were deemed to
stem from the same mechanism, although at different levels of study. This confusion prompted ecology
theoreticians to step forward and start to disentangle the variety of underlying mechanisms producing
trade-offs (Partridge, 1992; Roff, 1992; Stearns, 1992, 1989a.,b). Since their work, we can differentiate the
mechanisms of physiological and genetic trade-offs. The former act at the individual level through a phys-
iological allocation mechanism which generates competition between different functions of the organisms,
themselves affecting different fitness components. The latter stem from genetic variance in genes having
antagonistically pleiotropic effects on different life history features, and therefore acts at the level of the
population .

Despite all their efforts and clarifications, many questions remain open with regards to the roles of these
two families of trade-offs. It is now suspected that they can act simultaneously (Flatt and Heyland, 2011;
Kirkwood and Rose, 1991; Partridge et al., 1991), but some authors wonder, still, whether physiological
trade-offs are not automatic by-products of genetic trade-offs (Gavrilov and Gavrilova, 2002; Rodriguez
et al., 2017). Whilst progress has been made on the effects of each of these two families, the upcoming
challenge for life historians is to understand the relative roles of physiological and genetic trade-offs and
whether/how they influence one other. As Braendle et al. (2011) put it "while most traditional life history
research is based on mathematical, statistical, and phylogenetic approaches without explicit reference to
underlying mechanisms, today’s principal research challenge is to fill this gap".

These questions on the respective roles of genetic and physiological trade-offs, have now been transposed
to the field of senescence theories, where they have aroused a very large interest; the antagonistic pleiotropy
theory of Williams (1957) playing the role of genetic trade-off (between early-life and late-life fitness) and
the disposable soma theory of Thomas Kirkwood (Kirkwood and Holliday, 1979; Kirkwood and Rose, 1991)
that of physiological trade-off (between maintenance and reproduction) (Hammers et al., 2013; Lemaitre
et al., 2015; Robins and Conneely, 2014; Shefferson et al., 2017).
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New attempt at reconciling trade-off optimality theory and
evolutionary demography

In order to take up the gauntlet thrown by Braendle et al. (2011), it is therefore now needed, on the theo-
retical side, to conceive of evolutionary demographic models incorporating both physiological and genetic
trade-offs. In other words, a new life history optimization theory is currently required, where the trade-offs
implemented are physiological. This necessitates, however, to be able to implement several traits in an
evolutionary demography model. As pointed out above, incorporating (respectively inferring) a genetic
trade-off into (resp. from) a life history projecting matrix as was done via the classical life history opti-
mization theory only requires one trait. Both the trade-off and the matrix are about the genotypic level.
For a given genotype, the optimized position on the genetic trade-off is illustrated by specific vital rates -
that would differ from those of a different genotypes with a different strategy — that only need one trait to
characterize them. To the contrary, a physiological trade-off, working at the level of the individual, occurs
within the genotypic level, not between genotype-related life history strategies (each represented by its own
projection matrix). Put simply, a physiological trade-off at that level is not a position on a continuum,
but a real bivariate constraint, that therefore requires two traits to be implemented. This necessity poses
the double - technical and conceptual — challenge of incorporating and interpreting multiple traits in the
evolutionary demography model of choice, the projection matrix.

The study of the incorporation of a second trait in a projection matrix model began in earnest at the
turn of the 1960s (Goodman, 1969; Le Bras, 1970; Rogers, 1969). New techniques were later introduced
to facilitate this multitrait implementation (Caswell, 2009; Hunter and Caswell, 2005). In these models,
however, the addition of traits was merely a way to improve the scrutiny of the model in order to get a
finer understanding of the population dynamics. The ergodic abundances extracted from these were now
categorized by combinations of traits, by age and size, or by stage and location for instance. Similarly,
the sensitivities of fitness could now be computed multidimensionally (Caswell, 2012). However both a
theory of multitrait matrices and a concept of "sensitivity of fitness to traits" — akin to the sensitivity of
fitness to vital rates provided by Demetrius (1969); Emlen (1970); Goodman (1971) — are still lacking. In
that context, the ability of adding traits to a matrix is, from an evolutionary demography point of view,
pointless, as is the quest of an evolutionary demographic grasp of physiological trade-offs.

Aim of this thesis

In order to advance towards the disentanglement of physiological and genetic trade-offs and thus to better
understand the evolutionary consequences of physiological trade-offs, I have had to try and tackle the
aforementioned (life history) conceptual, (evolutionary demography modeling) theoretical and computa-
tional challenges. I did this in the context of “the most prominent of all life history trade-offs” (Stearns,
1989a), the costs of reproduction, whereby reproduction of an organism negatively affects its later survival
and fertility.

Costs of reproduction

This trade-off is pervasive: it relates life history features - survival and fertility — that are vital rates and
that are part of any life history model, whatever the trait used. This trade-off is also general: most life
history trade-offs that connect two specific life history features of an organism can be considered as special
cases of the costs of reproduction. Indeed, it is hard to conceive a way to impact fitness of an organism
without, eventually, affecting either its mortality or its reproduction. As a matter of fact, it has been
argued, that the costs of reproduction, together with the quality-quantity trade-off, constitute the key life
history trade-offs, and that "all other trade-offs can be considered examples of these two major trade-offs"
(Koivula et al., 2003; Lessells, 1991).

The choice of the costs of reproduction was also promoted by their direct relation with the aforemen-
tioned theories of senescence (Bell, 2011; Hendry and Berg, 1999; Jasienska, 2009; Orell and Belda, 2002)
and by the fact that the general problematic around the nature and roles of genetic and physiological
trade-offs has been made explicit for these costs. As Edward and Chapman (2011) formulate it " ... there
is relatively little [...] work in this area so far. This is an important oversight because it is not yet clear
whether physiological and evolutionary trade-offs occur via the same underlying mechanisms. It would be
interesting to know, for example, whether individuals selected for early- or late-age reproduction retain
equal capacity to express physiological trade-offs; that is, whether the effects underlying these different
kinds of trade-offs are additive."
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Plan of the manuscript

My thesis in eco-evolutionary mathematics aims to progress towards answers to Edward and Chapman
(2011)’s questions. It is therefore broken down into three parts, corresponding to the three different ques-
tions identified earlier — clarifying the trade-offs concepts within life history theory, extending evolutionary
demography model theory and finally computing evolutionary consequences of physiological trade-offs. I
also extend, as a concise overture, these reflections towards the study of the coevolution of demographic
and kinship parameters, in the context of anthropology.

Chapter 1: Costs of reproduction, concepts and methods

In the first introductive chapter, we start from Williams (1966)’s initial definition of the costs of repro-
duction to generate a theoretical model for physiological costs of reproduction. These are, by definition,
physiological, but also, inevitably, evolutionary and both aspects need to be reflected in a theoretical
approach of the costs of reproduction. We then extend this framework to incorporate genetic costs of
reproduction as well. Both costs can cohabit in a population, and we draw, from the conceptual model,
patterns for their detectability at different levels: the individual, the population and between popula-
tions. We then relate the different mechanisms underlying genetic and physiological costs to the different
classes of models which they are generally implemented in. We finally show that, in order to incorporate
both physiological and genetic costs in a single evolutionary demographic template, a new class of model
is required, the multitrait population projection matrix (MPPM) and we draw the first outlines of the
implementation of physiological and genetic costs in this new model.

Chapter 2: Trait level analysis of multitrait population projection matrices

In this chapter, presented in its article version as published in Theoretical Population Biology, we develop
a construction method for MPPMs. This vector-based method allows to computationally efficiently model
populations characterized by numerous traits with large distributions. We extend sensitivity analyses
towards these models. Then, we present a new analysis tool for evolutionary demography: the Trait Level
Analysis. It enables to compare demographic properties of a model characterizing a population by certain
traits with its, ergodic-equivalent, folded model only implementing a subset of the traits. By doing so,
Trait Level Analysis allows to measure the relative evolutionary importance of the different traits in an
MPPM. The scope of this new tool is very large, but amidst its uses, it allows to measure the demographic
and evolutionary consequences of a trade-off by folding upon the traits implementing it.

Chapter 3: The demographic and evolutionary consequences of physiological costs of
reproduction

The life history concepts of chapter I and the mathematical tools of chapter II, enable us to construct an
evolutionary model implementing both physiological costs and genetic costs of reproduction. After setting
up the model, we provide the necessary calculation tools — some of them new — to extract, from multitrait
models, several fitness measures such as the selection gradients (the sensitivity of fitness to vital rates),
the net reproductive rate (Ro ), its variance (the variance in lifetime reproductive output o2z ¢ ), and the
demographic (¢3) and environmental (o2) variances. We can then use these tools to compare these various
fitness measures between the full model implementing the costs of reproduction and the folded models,
implementing only type of costs, physiological or genetic, or implementing none. The combination of the
trait level analysis and the fitness measures computations allow to gauge the evolutionary and demographic
effects of the costs of reproduction.

Chapter 4: Kinship demography

In chapter 4, we discuss a new field, to which the concepts, methods and tools of the preceding chapters
will benefit, that of kinship demography. In social species, kinship demography deals with the effects of
the kinship distribution in a population on its demography (transfers of resources between kin affect the
vital rates of both the giver and the receiver) and with the reciprocal influence of demography on kinship
distribution. As such, kinship demography is in contact with a wide range of fields. Focusing on humans,
we discuss these connected research domains and review the specific benefits on a child of kin aliveness
and the specific costs on parents of caring for their offspring. Finally we hint at two extensions. First,
of the theoretical model implementing costs of reproduction of chapter 1, to implement transfers between
related individuals. Second, of the fitness measures in multitrait models (chapter 3) to provide inferred
distributions of kin.
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Chapter 1 — General theory of costs of reproduction

1.1 Introduction

Without constraints on life histories, nature would be invaded by non-competing Darwinian demons (Law,
1979); an organism which can simultaneously maximize all fitness components. Life history as a field would
then have no reason to exist. In life history theory such constraints are called trade-offs. They "represent
the costs paid in the currency of fitness when a beneficial change in one trait is linked to detrimental change
in another" (Stearns, 1989a). Among these life-history trade-offs, the cost(s) of reproduction (singular and
plural are equivalently used) is the most prominent (Stearns, 1989a) as the traits it connects are directly
the two highest level components of fitness : survival and fertility. Another trade-off relates quality and
quantity of offspring and it has been argued that all other trade-offs are particular cases of either one of
the two (Lessells, 1991).

Costs of reproduction as an allocation mechanism

When coining the term, Williams (1966) based his definition of the costs of reproduction on Fisher (1930)’s
reproductive value of an individual. In an age-structured population, if, for a given genotype of fitness A
(the asymptotic growth rate of sub-population with this genotype) and maximum longevity w, the ex-
pected fertility and survival rates at age j are f; and s;, then the reproductive value of an individual
aged ¢ (i.e., the present value of all its expected future offspring) is v; = Z‘;:l FiNTI( i: sk). Williams
(1966) formalized the costs of reproduction as the trade-off, at the level of the individual and at each age 1,
between the reproductive effort - the portion of its reproductive value "immediately at stake", simply taken
as the current fertility rate f; - and the residual reproductive value which is then Z;J=i+1 FiXTI( i;: Sk)-

Such a cost is an application of the principle of allocation (Cody, 1966; Lack, 1954; Orton, 1929) to
reproductive value and was fully formalized by Gadgil and Bossert (1970) under the term "cost of re-
productive effort". Therefore Williams’ characterization of the costs of reproduction is clearly based on a
repartition mechanism whereby the allocation of available resources infers costs on the individual’s survival
and fertility. Following Partridge et al. (1991), we further categorize such allocative trade-offs - they call
functional constraints - in either physiological or ecological costs of reproduction.

The former represent "functional constraints internal to the organism', the latter originate from the
organism’s environment when trying to increase its current reproductive effort. When deciding to "forage
one more time instead of retiring for the night" Williams (1966)’s robin invests more resource towards its
current brood at the physiological cost of having less metabolic resource for its own survival and at the
ecological cost of being killed by a predator. Naturally the difference in such costs is progressive : physio-
logical costs are affected by the environment and ecological costs have physiological causes and effects. But
at the far ends of the spectrum, we can differentiate these costs by whether the actual allocation process
of reproductive value consists in a split (physiological costs) or in a bet (ecological costs).

As a matter of fact it can be argued that ecological costs of reproduction are not really about an allo-
cation towards higher or lower vital rates at the next(s) time-step(s), but about an all-or-nothing gamble
taken by the individual to freely increase residual reproductive value at the cost of losing it all. As a
consequence, ecological costs to pay are larger (disproportionate to the potential increase in reproductive
value), shorter-term (mostly immediate) and far more dependent on the environment at the time the risk
is taken. FEcological costs are, therefore, key components of the study of ecosystems. Physiological costs
for their part, as they gradually connect the different fitness components of a life cycle, are the clay from
which life history is mold. They are, therefore, the subject of this chapter.

The two sides of costs of reproduction

An individual life trajectory is the stochastic realization, in a specific environment, of the individual’s geno-
type. Each genotype will contain guidelines leading its bearers along a specific life-history strategy evolved
by its ancestors. The different life-history-strategy-genotypes in the population will only marginally differ
from the broader strategy evolved at the species level (along with variants of other life history traits).
Therefore the allocation towards reproductive effort, for an individual at a given time-step, will both de-
pend on the state of the individual, encompassing its past reproductive and environmental histories, and
on the life history its lineage has evolved.

That physiological costs are two-sided was certainly already obvious to Williams as he asserted his
fundamental definition of costs of reproduction. The power of his phrase comes from the admixture of
two semantic fields that are generally formalized separately. Indeed only resources can be allocated, and
only towards functional mechanisms. However reproductive value is not a resource, and the residual re-
productive value not a biological function of the organism. Rather, these are evolutionary concepts that



Chapter 1 — General theory of costs of reproduction

embed the theoretical expectation of all future vital rates as evolved by the organism’s genotype. In such
a phrase Williams manages therefore to evoke at the same time and thus in a seemingly circular manner,
a forward process whereby allocation, at a given time-step, depends on the past realized life trajectory of
the individual and a backward process whereby this allocation also depends on the individual’s expected
future life trajectory.

A closer look at the phrase highlights the contradictions such a mixture is doomed to generate. If
the individual constantly "decides" to allocate towards its residual reproductive value, it is deemed to
live forever. However its reproductive value, transferred untouched from one period to the next, is fi-
nite, implying the organism has a maximum age. From a physiological point of view, this implies the
organism allocates resources that it has yet to (ever) acquire. As a matter of fact, using concepts loosely,
Williams manages to highlight, in a single sentence, the two main drivers of an allocation process at the
individual level. At each time-step, the reproductive effort will be determined by both its past realized
environmental and reproductive histories and by its expected future life trajectory as embedded in its geno-
type. This highlights the fact that life-history strategies are certainly major drivers of the mechanisms
of physiological costs of reproduction, while physiological costs are major drivers of individual life-histories.

Further this hints at several important features of the costs of reproduction, rarely found in the litera-
ture. First, the existence of different types of resource capitals, either built forward, or managed backward;
themselves certainly related to different type of resources. A novel theory of the costs of reproduction
could stem from such a difference, to better link empirical knowledge at the species’ level to theoretical
predictions of the physiological and genetic structure of the costs of reproduction. Second, the double
sides of physiological costs should also be accounted for when assessing the emergence of these costs at the
phenotypic level and their detectability along different life-trajectory segments.

From physiological costs of reproduction to negative correlations and ...
not back

The variance in genotypic life-history strategies inside a population may have confounding effects on the
identification of costs of reproduction. Indeed, whilst Williams’ definition clearly depicts an allocative
mechanism at the level of the individual, the term "costs of reproductions" is often used as soon as a
negative correlation appears between vital rates, at different ages, aggregated at the level of the individual,
population, species or across taxa. This is because the accumulation of time-step physiological costs over
the life of an individual may translate into negative correlations between various fitness components both
at that level and when aggregated at higher levels.

By contrast, such negative correlations need no allocative physiological trade-off to occur. Observing
that mortality rates correlate with fertility rates, at the level of the population, does not necessarily imply
the action of underlying physiological costs of reproduction. First, because, in a changing environment,
such correlations may also be due to pleiotropic genes (each acting on vital rates at certain ages) that have
crossing reaction norms (dynamic linkages). Second, since, even in constant environment, such negative
relationships can also be generated by variance in genotypic life-history strategies. Whenever two alleles
of a gene driving life history allocation strategy (or more generally of a gene with pleiotropic effects on
different fitness components) cohabit in the population, negative correlations between vital rates at dif-
ferent ages will emerge. Because they have similar phenotypic consequences than the physiological costs,
the genetic variance in such a gene is also considered to be a cost of reproduction called genetic costs.
This a general concept that applies to all trade-offs : genetic (or evolutionary) trade-offs occur when, in a
population in a constant environment, there is genetic variance in a gene that has antagonistic pleiotropic
effects on the traits connected by the trade-off.

Both physiological and genetic costs have been shown to occur in nature. However, as Edward and
Chapman (2011) are asking, "it is not yet clear whether physiological and evolutionary trade-offs occur
via the same underlying mechanisms. It would be interesting to know, for example, whether individuals
selected for early- or late-age reproduction retain equal capacity to express physiological trade-offs; that is,
whether the effects underlying these different kinds of trade-offs are additive". We would go even further
and claim that it is as yet unknown whether they are different manifestations of the same underlying
evolutionary process, or altogether different, sometimes potentially opposing, mechanisms.

In real life, we only encounter costs of reproduction through their phenotypic expressions.van Noord-
wijk and de Jong (1986) have shown how, with regards to the physiological process of acquiring/allocating
energy, detectability was marred when the variance in allocation between individuals is swamped by the
variance in acquisition.Houle (1991) studied this phenomenon at the genetic level. Such analyses are im-
portant since detectability of trade-offs tell us about the underlying processes at play, and because they
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provide a general level of expectation as to whether particular costs can be expected to be observable
(Metcalf, 2016). However physiological costs are not all about energy, and since physiological and genetic
costs stem from different mechanisms, we do not expect the same factors to allow each underlying cost to
become phenotypical and further to become detectable. It has thus become necessary to disentangle the
cross-effects of factors on the detectability of the various costs of reproduction, for - as Jessica Metcalf puts
it - understanding how such processes "push distributions of traits around" and "thinking clearly about
the drivers of this variation can be rather counterintuitive" (Metcalf, 2016). It is however necessary to
understand the actual mechanisms driving phenotypic costs and detection at the level of the individual
and the population, and their evolutionary consequences.

Models for trade-offs

Difference in core mechanisms also imply these different costs -physiological and genetic - will be accom-
modated by different models. Most life history models for trade-offs solely focus on genetic trade-offs.
This is the case of early theoretical models by Schaffer (1974) and Taylor et al. (1974), analyzed and put
in context by Pianka and Parker (1975), extended by Charlesworth and Leon (1976) and many others.
For instance, when Bell (1980) invokes costs of reproduction to analyze the emergence of semelparity in
iteroparous organisms, he really studies the invasibility of alternative alleles of a gene antagonistically
acting on early reproduction and late fitness. Equivalent approaches have used evolutionary demography’s
projection matrix to implement or study genetic costs. In particular, optimality theory allows to infer the
strength of these costs from the matrix of vital rates of the organism supposedly at ESS (Caswell, 1982b,
1984; Van Tienderen, 1995). This method is akin to the multivariate quantitative genetics approach which
enables to anticipate the change, over the near evolutionary future, in the mean value of a pair of traits
from the (genetic) trade-off between these traits as embedded in the G genetic covariance matrix (Charnov,
1989). And indeed Charlesworth (1990) has shown that these two approaches are equivalent under certain
conditions.

Physiological costs, for their part, were incorporated early in the theory, but modeled much later. This is
because of both the complexity of implementing such complex mechanisms and because, for most ecologists,
as Dhobzhansky puts it "nothing [...] makes sense except in the light of evolution". Because physiological
costs of reproduction occur at the level of the individual, they have been modeled via Individual-Based
Models (IBM, also known as agent-based models or, in demography, microsimulations), which offer valu-
able information (see the incorporation of key components of survival physiological costs of reproduction
in order to estimate their demographic consequences in Proaktor et al., 2008). Because they involve com-
plex (for instance metabolic) pathways, they require complex modeling to be accurate (illustrated by the
complexity of fish bioenergetics modeling in (Jgrgensen et al., 2016)). In an IBM, every particle is tracked
at all times. If the processes determining its fate and the fates of its offspring are complex, it will be
difficult to infer an accurate distribution of the stochastic growth rate for such a population; let alone its
sensitivity to vital rates. Without such selection gradients, any understanding of the evolutionary (recent)
past and (near) future of the organism is made harder, limiting the interest of such models (but see Lee,
2008).

An evolutionary framework for physiological costs is therefore increasingly needed. Some have tried
to bridge the gap between these different classes of models. This is, for instance, the case of McNamara,
Houston, Mangel and Clark (see for instance McNamara and Houston, 1986; Mangel and Clark, 1986;
Houston et al., 1988; McNamara and Houston, 1996; Clark and Mangel, 2000), who have developed a
state-dependent model framework, embedded in dynamic programming theory. Such models incorporate
a level of scrutiny closer to the individual (they are "state-based") that allow implementing physiological
trade-offs, and backward induction, to infer optimal strategies maximizing fitness. Such a tool is impor-
tant as it allows to implement trade-offs and stochasticity, whilst still being able to compute all types of
evolutionary measures. However they are not evolutionary models in the sense that they do not allow, for
each genotype and environment, to agglomerate all state-specific rates and constraints in a single equation
that relates all vital rates and trade-offs with fitness (growth rate). Matrix models do provide such a pow-
erful tool - it is the characteristic equation, named Euler-Lotka for age-structured models - that allows to
provide an evolutionary-neutral framework in which one can ponder the relative evolutionary importance
of vital rates, and most importantly a trade-offs themselves. The much needed evolutionary framework for
physiological costs should therefore be based on population projection matrix theory. It should addition-
ally allow the implementation of any type of physiological and genetic costs. It would then go a long way
towards answering such questions regarding the nature, cohabitation, detectability and evolution of both
sides of trade-offs.
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Plan

In this chapter, drawing on the seminal theoretical works of Bell (1980); Gadgil and Bossert (1970); Par-
tridge et al. (1991); Roff (1992) and most importantly Stearns (1989b) we first establish a consistent and
unifying theory of physiological costs of reproduction, that - whilst kept as simple and parsimonious as
possible - can incorporate all the major inputs of these costs, such as the environment, the life-history
strategy of the organism and individual stochasticity. To do so, we base the allocation formula - of re-
sources towards reproduction - at the core of physiological costs, on (i) two capitals (related to the two
sides of costs aforementioned) and on (ii) the position of organisms on major life-history strategy spectra
(Slow-Fast,Income-Capital-Breeding and Quantity-Quality). From this formula, we then derive expected
secondary determinants of the costs, and make predictions with regards to the different manifestations of
such costs depending on life-history strategy.

We then extend this physiological mechanism that lies in Stearns (1989b)’s intermediate structure by
adding genetic variance at the genotypic level. We principally focus on the variance of two genes. First
the allocation gene, which variance generates a gradient of heritable iso-fitness life-history strategies in the
population, mainly characterized by their respective positions on an intraspecific Slow-Fast Continuum.
Second the acquisition gene, which variance generates a gradient in overall fitness between genotypes.
We show that the genetic costs of reproduction arising from the variance in allocation strategy and the
physiological allocative process itself, can combine to form a general mechanism we call physiological costs
of reproduction with genetic basis. We then indicate that genetic costs can, however, emerge without any
need for an underlying physiological mechanism.

This mapping of costs of reproduction, physiological and genetic, is then used to make predictions with
respect to their detectability at different levels (individual, intrapopulation and interpopulation) and to
the influence of two major drivers of their emergence : the environment (its absolute level and its variance)
and individual stochasticity.

Finally, we discuss the different types of mathematical models that are adapted to these costs and
show that the dichotomy in core mechanism (physiological vs genetic) is reflected by a dichotomy in model
families (individual-based vs projection matrix models). We then go on and provide initial steps towards
the construction of a model that can bridge the gap between these two families of model in order to model
physiological costs of reproduction with genetic basis.

In the discussion, we show that this fundamental dichotomy has further repercussions in the field of
evolutionary senescence theories and this helps us to discuss the relatedness of these two types of costs,
and to interpret their fundamental hermeneutical differences.

1.2 A general theory of costs of reproduction

In order to determinate and model the architecture of the physiological costs of reproduction, we shall refer
to Stearns (1989a)’s classification of trade-offs. According to him, trade-offs can be studied at three levels,
"the phenotypic level, the genotypic level and the intermediate structure": the phenotypic level is where se-
lection acts, the genotypic level drives heredity, and the intermediate structure, filling up the entire space in
between, "modulates the expression of genetic trade-offs [... depending on ...] environmental conditions".

When focusing on allocative costs of reproduction it is quite clear than no specific genetic polymorphism
is required to account for the generic mechanism, the principle of allocation operating at its core. In
other words, genetic variance is not required for the cost to operate. The cost is a physiological feature
encountered by all individuals, at all times in all environments, whatever their genotype. Indeed for
Partridge et al. (1991) cheetahs’ life histories, although "lacking significant genetic variance', would be
absurdly deemed not to involve trade-offs. Thus, the core, allocative mechanism of physiological costs lay
in the intermediate structure.

1.2.1 Intermediate structure

The intermediate structure of physiological costs of reproductionwould consist, for a given individual life
trajectory, in the compounding of successive allocations that combine with the encountered environmental
series to produce the phenotypic level. At each time-step, for a given individual, in a given environment,
the physiological mechanism consists in a machinery involving resources - requiring or not to be acquired -
and their allocation towards reproductive effort. The various patterns of these three important components
will shape the diversity of physiological costs. This variety is the reason, we believe, for the use of plural
"costs" by Williams (1966). They will also allow us to categorize these costs with regards to the timing
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and strength of their phenotypic expression.

Capitals, resources and mechanisms

As mentioned in the introduction page 8, the allocation process of the costs of reproduction is two-sided.
At each time, the allocation towards reproductive effort is a function of both a forward process projecting
the effects of realized past life-trajectory towards the present, and a backward process materializing at the
current time, all the future reproductive efforts as expected by the evolved life-history of its lineage.

We argue that these two aspects are not merely two alternative ways to conceive the costs of re-
production. Rather they are related to two different costs acting on two different capitals, blended in
Williams’ definition under the name of reproductive value, both continuously and simultaneously affect-
ing life-trajectories. We further argue that this categorization is fundamental to better understand the
schedule of the costs of reproduction throughout life-history, as well as to structure life-history within
empirically grounded continua : the slow-fast continuum, the income-capital breeding spectrum and the
quantity-quality continuum.

Two different capitals drive physiological costs of reproduction We introduce two concepts
of capitals, each corresponding to one side of the physiological costs. The fluctuating capital (FC) is built
forward. It starts empty and thus resources need to be acquired before any allocation can occur. The
ratchet-capital (RC) is managed backwards. It consists of a lifelong budget that reduces each time as the
organism divests the resource towards reproductive effort. We shall consider the physiological costs to be
about the constant uses of both capitals, each of which required to remain positive under penalty of death.
Since the FC fluctuates over time, it is associated with resources (we shall call them FC resources) than
can (and need to) be acquired like energy. By contrast the RC is associated to any resource (RC resource)
that cannot, like time (see Lorenzini et al., 2011). Resources combining properties of both capitals, like
metabolism, would have effects on both.

Defining evolved lifetime reproductive effort Let us first us define quantities describing
the central trajectory of reproductive efforts, evolved at the level of the population. Let f(a) and s(a) be
the expected fertility and survival rate at age (or any state parameter) a as evolved by the individual’s
ancestors. Because in many species effort to produce independent offspring is spread over time, before
and after birth for instance (see section 1.2.1), let us define res the reproductive effort schedule which
represents the time distribution of reproductive effort required to produce one independent offspring. For
example, res could be a distribution centered on birth which also encompasses efforts before birth (mating,
gestation, incubation, etc.) and after birth (lactation, parental care, etc.). From s (survival rate) let us
first construct e(a) = ) s(t), the life expectancy at age a. Then we can write that the reproductive
effort schedule convolves with fertility rates by age/state f(a) to produce the lifetime distribution of all
reproductive efforts re :

e(0)
re(a) = (f xres)(a) = / ft).res(t —a).dt (1.1)

t=0

where * represents the mathematical convolution of two distributions. In this equation f(t).res(t —a) rep-
resents the effort produced a — t time-steps from the fertility event at time ¢ represented by f(t). Because
we focus here on central evolved life-history strategy, we integrate the convoluted reproductive efforts over
the central evolved lifetime, i.e. from birth to life expectancy e(0). Summed over life, it extends the
fertility lifetime schedule f into the lifetime reproductive schedule re. Therefore re represents the way
reproduction is structured over the expected lifetime, expressed by e, of an average individual. It tells us,
for a given life expectancy e(0), whether reproductive efforts are concentrated early or later in life, cease
before or continue until old ages, are clustered over a short time span, or fanned out throughout life, are
stacked over a short e(0) or thinly spread over a longer life expectancy. Thus, the (e, re) joint distribution
completely determines the life history strategy of an individual’s lineage. Specific life history characteris-
tics, like the positions on the slow-fast continuum (SFC) and the semelparity /iteroparity spectrum and to
a lesser extent the income/capital breeding (ICB) continuum, are all moments of (e, re).

We denote rc the backwards cumulative distribution of re. It is summed from the population life
expectancy e(0) to the specific age of the organism a, such that rc(a) = Zj(:oi re(j) + o; with « the non-
reproductive baseline periodic costs simplified as a constant over time. The addition of « in the definition
of rc to account for other non-reproductive functions that may also have to receive efforts from the organ-
ism renders the model easier to fathom, but, in theory, is not necessary if one considers that every effort

an organism has evolved to deliver has to promote reproduction one way or another. Natural selection
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would indeed prevent, at the genotypic level, any effort that does not eventually lead to the multiplication
of an individual’s gene. At the level of the individuals’ life trajectories this is not the same obviously, as
sterile individuals are still able to produce the efforts necessary for their survival without resulting in any
reproduction. Actually, such individuals, as they don’t incur costs of reproduction, will actually live longer
than the fecund elements of the population, as exemplified by the increased lifespan of Korean eunuchs
(Min et al., 2012). The same reasoning prompts us to sum the expected reproductive efforts over the life
expectancy evolved by the organism in order to generate, backwards, the expected total effort produced
rc(0) and not longevity. On the contrary, the actual RC of an individual - continuously reduced as the
realized reproductive efforts unfold over life - will need to be tracked until the maximum longevity of the
organism.

Defining individual realized reproductive effort We have so far defined three quantities,
res, re and rc, common for all individuals in a lineage, characterizing the central life history strategy
towards reproduction. Let us now see how these relate to the individual life trajectories in relation with
the two capitals defined previously RC and FC.

At birth (this very simple model does not take into account any cost of onthogenesis) the ratchet capital
is maximum and worth RCy = rc(0). All individuals of the same (e, re) will thus share the same initial
level of RC. However their life trajectories will soon diverge as at each time ¢, RC would be diminished by
the portion of RC resource (say time) allocated to the reproductive effort the organism is able to produce
at that period : RE;. Such a capital is analogous to the maintenance capital of Kirkwood and Rose (1991),
with a stronger focus on reproductive effort. Then, simply,

Rct+1 = RCt — REt — (1.2)

Therefore, the difference between RC; and rc(a) for an individual aged a at time ¢ is Zizl RE, —re(a)
which corresponds to the accumulated divergence between expected and realized reproductive efforts.

Conversely, the FC is zero at birth FCy = 0 (as, again, onthogenesis is not modeled here). Then, at
each time-step, FC resources (say energy) - necessary for reproduction - would be acquired and added to
the FC capital, a portion of which then spent on reproductive effort. We denote the FC resources acquired
from the environment at time ¢, Env;. They can possibly be stored, with efficiency stor, if the organism
has evolved the capacity to build FC resources reserves.

Making the assumption that reproductive effort has proportional effects on both capitals, we scale
them so that the REs in each system need not be (but bearing in mind that RC and FC are made or
different resources and thus counted in different units of measurement). Then

FCiy1 = stor.(FCt + Enve — RE}) (1.3)

In order to predict the relative order of magnitude of FC and RC, let us consider an organism with
a storage capability that is low or even non-existent (i.e. stor ~ 0). Then FC will be almost reset after
each reproductive effort, F'C; ~ 0. During each time-step the level of FC will fluctuate between 0, before
acquiring the resource, and Env (the level of such resource to be acquired in an average environment)
before producing the reproductive effort. Since there is no point for such an organism in not spend-
ing its acquired resources before its capital is reset at 0, we would expect its mean reproductive effort
to be approximately RE ~ Env. Simplifying also the RC process by setting a at 0, this implies that
RCy = Zt RCy — RCiy1 = Zt RE:; = eg.RE. And thus, whilst F'C' is fluctuating around the level of
RE (the mean periodic acquisition of resource), RC, at birth, is of the order of magnitude of the total
reproductive effort an organism is expected to produce in its lifetime in the mean environment.

The intermediate structure component of figure 1.1 illustrates the differences in magnitude between
FC and RC capitals and how they are impacted by reproductive efforts (green arrows).

Ratchet Capital is affected by position in the slow-fast continuum The way the total
potential effort, RCy is spread over lifetime is measurable by the ratio:

_ Yirei) _ Yire(i) _ Yire(i) (1.4)

sfe= > re(i) RCy e(0).RE

It depends on the life history (e, re) this organism has evolved and in particular on its position on the
continuum called slow-fast (SFC) (Gaillard et al., 1989; Stearns, 1983; Promislow and Harvey, 1990). In-
deed sfc is (inversely) related, as a ratio of life timing to reproductive effort, to the F/a ratio where a is
the age at first reproduction and F the fertility rate, used to categorize mammals (Oli and Dobson, 2003).
It is even more related to generation time, another (and arguably stronger) indicator of the position on
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Figure 1.1: Representation of the genotypic level and intermediate structure of physiological costs
of reproduction with genetic basis. In the intermediate structure, the organism is represented
by two capitals the Ratchet Capital (RC) and the Fluctuating Capital (FC). The latter being
replenished, every time-step, by acquired FC resource and both are diminished by the reproductive
effort produced at time t, RE(t) (green arrows symbolize the reduction of capitals by reproductive
efforts). The reproductive effort itself is derived, via the allocation process, from the levels of
both capitals (blue arrows depict the effects of both capitals as main drivers of the allocation
process). The two main processes generating RE(t), the allocation process and the acquisition of
FC resources are affected by the environment and by chance (red arrows) and, at the genotypic
level, by the variance in (allocation x acquisition)(black arrows).

the SFC (see Gaillard et al., 2005) (sfc is actually equal to generation time in the simplified case where
the entire reproductive effort schedule is concentrated at time of birth, i.e. res = do (Dirac distribution),
implying both reproductive effort and fertility lifetime distribution are equal, re = f).

We extend this denomination here for any organism (mammal or not) to describe the pace at which
it distributes its reproductive effort re over its expected lifetime trajectory e. This characterization is
affiliated to genetic costs of reproduction (see in the introduction page 8) : for a given environment, two
genotypes inferring the same fitness, can cohabit in an organism, ; the "fast" allele would promote fertility
(at the cost of survival), the "slow" one longevity at the cost of fecundity.

The connection between RC and SFC has important consequences for the way this capital is managed
over time and the costs of reproduction it incurs. RC costs, because of the compounding of the inherent
ratchet effect of reproductive effort on capital, will result in long-term and mostly late-life effects. After a
lifetime of erosion, the accumulation of reproductive effort brings the RC close to levels at which neither
fertility nor survival can be sustained. The delay of such effects being proportional to sfc. Conversely, at
young ages, the high ratio of %}g) ~ ¢(0) implies that RC costs will be little, buffered by the high level
of the capital, all the more so for slow (high sfc) individuals. In a nutshell, we expect slow organisms to
experiment important long-term and very little short term physiological costs related to RC, compared to
fast organisms.

Fluctuating Capital is affected by position in the income-capital breeding continuum
Since it starts life at 0, the FC will have no such long-term buffer effect. This is especially true for or-
ganisms that cannot store the FC resource (say energy). Indeed, if stor = 0, then at the beginning of
each period, i.e. at the beginning of a new cycle of acquisition followed by allocation of the resource,
FC(t) = 0. Such FC costs will have no effects beyond the end of the period, and will thus mainly consist
in the reproductive effort negatively affecting survival until the following acquisition period. If stor > 0
though, then the portion of the unused FC that can be stored and therefore carried over to the next
period, will buffer and delay the FC costs. Since, as discussed above in section 1.2.1, the size of the FC
is of the order of magnitude of RE, such effects will then, contrary to RC costs, be short- to mid-term.
Because of the acquisition component of FC, they will depend heavily on the environment. With sufficient
storage capacity, the FC will be able to buffer part of the effect of environmental variance on reproductive
effort. Conversely this means that the effect of the costs, though delayed by storage, will still be strongly
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dependent on the environment. Thus the timing, phenotype and detection of FC costs will strongly de-
pend on storage facility stor, i.e. on the organism’s position on the income-capital breeder (ICB) spectrum.

This was studied by Stearns (1989b) in an article where, focusing on acquirable resource (he calls en-
ergy, we call FC resource), he distinguishes FC costs between "behavioral costs" and "physiological costs".
Behavioral costs are associated with the economics and accounting-related concepts of income breeders (IB)
and direct costing first used in an ecological framework by (Drent and Daan, 1980; Sibly and Calow, 1983,
1984) : for income breeders, which "high metabolic rate leave little room for storage", the cost of reproduc-
tion is direct, "drawn out of current revenue" and relate to behavioral mechanisms (e.g. foraging)(Stearns,
1989b). The Tokophrya studied Kent (1981) which "produces one offspring for each Paramecium eaten" is
an example of "income breeder". "Physiological costs" are associated with the concepts of capital breeders
(CB) and absorption costing. Capital breeders, like the red deer studied by Clutton-Brock et al. (1983),
physiologically allocate a portion of the FC resource pool to be absorbed by the current reproductive effort
and the unused portion can be stored for future reproduction, in the FC capital. As they can capitalize
energy over time, successive breeding attempts will likely share the same resource pool (the FC capital),
thus both delaying and buffering the costs and the environmental effects.

In this way, the physiological costs associated with both RC and the FC of Income Breeders (IB-FC),
are costs of cumulative reproductive efforts, with short, middle and long-term effects. They are very dif-
ferent in nature but operate similar mechanisms. One main difference being that we expect FC costs to
be phenotypically more important in the short and middle-term (the higher the storage capacity stor, the
longer the effects), as they are about reserves that are readily available should the environment become
detrimental. Rather RC costs - as RC capital is much larger than FC in early/mid-life - will only have
strong effects in late-life, with a delay related to sfc. The other difference is the strong dependence of the
FC capital on the environment, through its acquisition process. However, because any allocation towards
reproductive effort will deplete both capitals, current and past environments - via respectively the alloca-
tion and storage processes of FC- will be strong determinant of reproductive effort and therefore the RC
costs are also, albeit much less, environmentally-dependent.

As a conclusion, we expect the strength and delay of the physiological costs of reproduction to be
vastly determined by the organism’s position on the Income-Capital Breeding and Slow-Fast continua.

Ratchet and Fluctuating Capitals in nature In the wild, a vast array of timing and strength of
costs of reproduction have been observed. Pre-industrial humans, have been shown to exhibit both short
term and long-term costs. The former are mostly to be found in the literature on "maternal depletion
syndrome", showing the negative correlations displayed between pregnancies and maternal health (Butte
and King, 2005) but with limited effect on overall reproductive success (Gurven et al., 2016). But mostly,
pre-industrial humans have been investigated for longer term effects. Hayward et al. (2015) have showed,
for instance, that early-life fecundity - measured as the number of children produced before age 25 - is
positively correlated with mortality rate throughout the remaining life of the mother. Westendorp and
Kirkwood (1998) and Thomas et al. (2000) have furthermore established the negative relationship between
overall number of children and longevity. As have Gagnon et al. (2009) in a studying of the population of
ancient Québec.

The Soay sheep - a capital breeder - where shown by Tavecchia et al. (2005) to display effects of breed-
ing success at maturity on survival with effects throughout life, and stronger at young and old ages. This
is in accordance with our model where the FC costs of early reproduction would hinder survival at that
time and shortly thereafter with decreasing effect over time, whilst RC costs would take effect much later.

To the contrary, the small passerine Parus Montanus - an income breeder, thus lacking long-term en-
ergy capital - was demonstrated by (Orell and Belda, 2002) to suffer only long-term costs (early breeding
impacts females’ survival rates aged 5 years or older but not in the years following breeding). This agrees
with our model where IC do not suffer from mid-term FC costs (only immediate), but from late-life RC
costs.

Indeed, another trademark of FC costs for organisms able to store its acquirable resource, is their some-
times sporadic effects throughout the life of individuals. This is remarkable, for instance in such a capital
breeder as the caribou, Rangifer Tarandus, which every 4 years on average, enters "reproductive pause', in
order to "compensate for the [...] costs of gestation and lactation' (Cameron, 1994). A somewhat similar
behavior in perennial plants, the masting strategy - whereby seed production is periodically massively
reduced, has been related to such an energy cost by Venner et al. (2016). Masting differ however with re-
productive pause by the total synchronicity of its occurrence at the population level. This may be explained
by the larger still environmental-dependency of such plants (especially comparatively with other factors,
like age) and/or by the synchronizing effect on reproductive effort of cross-pollination (Venner et al., 2016).
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The special case of income-breeders FC capital IB-FC costs, through the preponderant im-
portance of the environment and of the very narrow time window of its effects (only until the next feeding
season) are extremely similar in patterns, if not in nature, to the ecological costs described in the intro-
duction page 8. This is, we think, the reason why Stearns (1989b) calls them "behavioral costs", whilst
calling CB-FC simply "physiological costs". Following in his steps, we shall in this article mainly focus on
costs with a potential lasting effect, namely the RC and CB-FC costs, calling them simply physiological
costs.

It should be noted however, that via their effect on immediate survival ecological/IB-FC costs, have
also long-term effects from a live-history trajectory perspective. At the individual level, once the bet of
the current reproductive effort is won, there is obviously no physiological cost impacting future fitness.
However, at the organism level, the expected number of offspring in late life, via its dependency on sur-
vival, is affected by this potential ecological cost. For such costs, we could therefore consider the "survival
gauge" - the accumulated mortality risks an individual takes in order to reproduce - as a capital, akin to
FC and RC (with the main difference that, instead of being gradually emptied, it is entirely put at stake
for each reproductive effort). Thus theoretically, the model for physiological costs of this review are readily
extendable to ecological /IB-FC costs.

Allocation process

In most analysis and models of costs of reproduction, the allocation process towards reproduction is pre-
dicted and implemented as a function of many factors such as age, stage, size and environmental conditions.
In our two-capital model, such drivers can be regarded as second level dependencies of the main parameters
that determine, we think, the allocation process : the capitals and the life history strategy.

Capitals and life history strategy drive the allocation process towards allowed repro-
ductive effort The way the two capitals combine is certainly a complex process that will prove very
difficult to put in simple equations. However, with parsimony in mind, we can write the maximum repro-
ductive effort, allowed by the capitals, at time ¢, aRE(t), as the following combinations of both capitals,
cumulative lifetime reproductive schedule (rc) and position on the ICB (stor). Both capitals are required
for a reproductive effort, therefore the maximum allowed reproductive effort will be limited by the capital
with the minimum level:

aRE(t) =~ min(FC(t) — stor.RE, RC(t) — K.rc(t)) (1.5)

where 0 < K < 1 is a parameter accounting for the (inverse of the) latitude allowed to an organism with
regards to possible deviations of its Ratchet Capital RC' away from the evolved expected capital level
rc. In this equation, the allocation is, first, dependent on both capitals FC(¢) and RC(t) being provided
for. Second, the dependency on RC(t) will be altered by K.rc(t) which represent the lowest limit the
RC is allowed to reach at that time as defined by both the mean reproductive schedule evolved by its
ancestors rc and the latitude parameter K. If the organism’s flexibility is large for an individual to drift
from the central trajectory (K small), then RC will only play a preponderant role in late-life (senescence)
as discussed in section 1.2.1. By contrast, if no leeway is given to the individual trajectories (K = 1), the
effects of RC may be felt much sooner than that. Third, the dependency on FC(t) is modulated by stor,
the storage capacity of the organism. As with RC and sfc, stor corresponds to an evolved adaptation of
the FC. For this role to be implemented mechanistically, a high limit on the reproductive effort needs to
be added in order for the buffer effects of the storage capacity to be activated. We chose stor.RE for this
high limit, as it has to be positively related to both stor itself and to the mean effort allowed by the mean
environment RE = Env (see section 1.2.1).

Equation 1.5 can be simplified when considering the particular case where the allowed reproductive
efforts do not vary with age (i.e., re(t) = re) then, from eq. 1.4 page 13, rc(t) = Z?(Ot) re(t) ~ (e(0) —t).re

(0) i=
2

and sfc~ . And then we can write the maximum allowed reproductive effort at time ¢ as :

aRE(t) = min(FC(t) — stor.RE, RC(t) — re.K (2.5fc — t)) (1.6)

Equation 1.6 shows the allocation towards reproductive effort to be, as intended, only dependent on
the capitals (FC,RC) with evolved life history strategy indicators (sfc, stor and K) delimiting the degree
of latitude the capitals have on the process. As can be read from the equation, for organisms that are
fast (low sfc) and limited in storage (low stor), the allocation becomes a direct function of the levels of
the capitals : aRE(t) ~ min(FC(t), RC(t)). For a long-lived and/or capital-breeding organism, the high
values of sfc and stor control the reproductive effort expenditure and thus safeguard the future buffering
capabilities these parameters allow.
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In other words, RC will have effects whenever the environment encountered by an individual (on aver-
age RE) can be vastly different from the one its species evolved in (on average re). And, in particular, if
re < RE, implying RC(t) < rc(t), and if K is large. In a such a case RC would be the limiting capital
(i.e., the capital generating the costs), even early in life, in order to preserve flexibility in the organism
evolved slow schedule. This mechanism would be beneficial for the organism were the patterns of environ-
mental variations, it has evolved in, to recur.

Equation 1.6 thus shows that high stor and sfc move the allocation away from a direct function of
the minimum of both capitals. However it also reveals, via the product of K by (2.sfc — t) that for slow
organisms (high sfc) a larger latitude with regards to the evolved strategy (ie., a low K) may be allowed.
And all the more so when t is low, that is in early life. The sheer generation time of slow organisms enables
them a larger drift from the central evolved trajectory than fast individuals.

In equation 1.6, there is a clear symmetry between FC/stor/RE on one side and RC/K.sfc/re on the
other. There is also, however, a major difference with respect to dependency on time ¢ that brings to light
the two sides of physiological costs discussed in the introduction section 1.1 . A capital that moves forward
FC(t) and another capital that is, surely, spent as time passes forward RC(t) but managed, backwards,
i.e., controlled by the evolved life history strategy of the organism re.K(2.sfc —t).

Overall, the higher stor and sfc, the more subtle and complex we expect the allocation process to
be and the less directly dependent on current environmental conditions Env(t). To the contrary, for fast
organisms, unable to store resources (i.e. with small sfc and stor = 0), the allocation would be much
simpler - aRE(t) = min(FC(t), RC(t)) = min(Env(t), RCo— 22:1 Env(a)) - and almost directly depend
on the current environment.

Secondary divers of the allocation process towards allowed reproductive effort Such
an allocation function, as the ones put in equations 1.5 or 1.6, hopefully encompasses the diversity of
reproductive efforts, between species, populations, individuals, and at the level of the individual throughout
its life that have been observed and studied. It can also allow us to determine some of the secondary drivers
of allocation to reproductive efforts, and how we may expect the reproductive effort to change over an
individual’s life.

Other components of life history strategy. This allocation model is life-history-strategy-
dependent by construction and in particular incorporation of r¢ in equation 1.5. Simplifying this allocation
process (from eq.1.5 to eq.1.6) evidences the effect of the position of an organism on the SFC and the ICB
(via sfc and stor) on allocation : slower organisms and capital breeders can spare capital (respectively in
the RC and as storage in the FC). However for an organism, the evolved sequence of rc(t) actually encom-
passes all aspects of the life history reproductive schedule of an organism. Therefore all other (than the SFC
and the ICB) conceivable strategy spectra, like obviously the degree of iteroparity /semelparity - seemingly
difficult to reconcile with the the SFC (Dobson and Oli, 2007) - also drive the allowed reproductive effort
aRE(t) (see for instance (Calow, 1979) for a detailed analysis of the effects of semelparity/iteroparity on
the schedule of reproductive efforts).

The environment. The environment, via the effect on acquisition, is evidently also a strong driver
of reproductive effort. That the allocation of energy towards reproduction is a function, in relative terms
also, of the acquisition levels and thus of the environment has been established in nature (see for instance
Erikstad et al., 1998; Christians, 2000; King et al., 2011) and studied theoretically (Fischer et al., 2009;
Descamps et al., 2016). This is accounted for in our model, as F'C(t) here corresponds to the fluctuating
capital after feeding; it is made of the resources just acquired from the current environment added to the
stored resources from previous seasons.

Age, state and terminal investment. On the income side of stor (i.e. low stor) provided that
RC allows it, there is no reason for the organism to save more than what is required for its immediate
survival, and thus the allocation is expected to be dependent on the absolute level of FC. This is also
expected to be the case for the CB-FC and the RC as the latter reaches zero (and thus expectedly at
old ages, or in general, in "poor" states). Since the organism is expected to die soon, it seems optimal to
allocate as much to reproductive effort as possible, as a last push on fitness; a phenomenon denoted as
the terminal investment strategy. The relationship between allocation towards reproduction (reproductive
effort) and age or state, has been studied theoretically (e.g. by Fisher, 1930; Pianka and Parker, 1975)).
In particular Charlesworth and Leon (1976) uses the reproductive effort model devised by Schaffer (1974)
to provide conditions on life histories that favor the generally expected increase in reproductive effort with
age. (Clutton-Brock, 1984) provide an empirical review of the weak demonstrations of such "terminal
investments", which is however well established in fish (Constantz, 1974). Specific life histories, albeit
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long-lived, may however maximize reproductive effort, even in relative terms, before reaching late age or
poor health, as seems to be the case for male red deer which peaks at prime age (Yoccoz et al., 2002).

From allowed to realized reproductive effort: position on the quality-quantity spec-
trum So far, in this section, we have explored the drivers of the allocation of capitals/resources towards
allowed (i.e., mazimum possible) reproductive effort aRE(t), the effort the organism can sustain given
its current state. The actual effort, the realized reproductive effort, RFE(t) will maximized by aRE(t),
but may also, by chance, be much lower. This individual stochasticity in the realization of reproductive
effort is likely to be driven by basic reproductive effort bre, the indivisible reproductive effort it takes to
produce one independent offspring. More specifically, at each time-step ¢, even if both capitals allow for
a reproductive effort aRE(t) to be produced, such an effort would be pointless, if aRE(t) < bre. Instead,
the resource will be reinvested in the capital and, if possible, used for later reproductive efforts.

The actual realized reproductive effort RE(t) is thus a random variable, distributed between 0 and
aRE(t) in steps of size bre. Individuals may, by chance, only produce a portion of the reproductive effort
their resources allow; and all the more so if bre is large. We can therefore introduce a new quantity -
gr = % the ratio of basic reproductive effort to mean reproductive effort - that we call the granularity
of reproductive effort of an organism. This indicator gr, that drives the strength of the effect of individ-
ual stochasticity on reproductive effort, clearly positions the organism on the quantity-quality spectrum
(Lack, 1947; Smith and Fretwell, 1974). Organisms with very low gr will produce many seeds per period
and individual stochasticity will have little effect on reproductive effort : RE(t) ~ aRE(t). Conversely,
an organism with very high gr (¢gr &~ 1) will only be able to produce 1 offspring per period. Even with
available resources, if it misses that opportunity, RE(t) for that period will be 0 and the unused resources
will be reinvested in the capitals.

Indirectly, this model thus predicts that capital-breeding, which we know to be a response to con-
stantly varying environments as storage buffers the environmental variations, may also have co-evolved
with a shift of organisms towards the quality side of the quantity-quality spectrum. Indeed a high stor
provides cushion from the overall variance of FC(t), that is (as can be seen from its periodic balance-sheet
summarized in equation 1.3) from the variance in its proceeds - Env(t) - and its expenditure Re(t), an
increasing function of both the allowed effort aRE(t) and the granularity gr.

In summary, we thus expect the allocation towards reproductive efforts to be determined by both
capitals themselves and the organism’s position in the SFC, the ICB and the quantity/quality spectra.
Because RC capital decreases with age, and that both capitals can be said to constitute (a part of) the
"state" of the organism, we thus expect reproductive efforts to be functions of (among many others) the
age and the state of the individual in the framework of its species evolved life history. This relates perfectly
to Williams definition where the costs are about both the life history of its species, driving the general
allocative strategy, and the environment-dependent state of the individual tailoring a specific life-trajectory
around this baseline strategy.

Furthermore, The combined consideration of allocation equation 1.6, capitals mechanisms equations
(eq. 1.3 and 1.2)and the stochastic process turning allowed effort a RE into realized reproductive effort RE,
hints at two buffering characteristics of the costs of reproduction that we will underline more specifically
later when considering detectability (section 1.2.3). From eq. 1.3, we know that F'C(t) would benefit from
an above average environment Env(t) > RE, from eq 1.6 we know that this large FC(¢) will not be entirely
spent (if stor > 0), and a subsequent poor environment will therefore be compensated : physiological costs
buffer environmental variance. Similarly, if, by chance, RE(t) < aRE(t), then from eq. 1.3 and eq. 1.2,
we know the capitals are unchanged, but new acquisition from Env(t + 1) (for FC) and lower rc(t + 1)
as time passes (for RC) imply that both sides of eq 1.6 will be large than before : aRE(t + 1) > aRE(t):
physiological costs buffer individual variance.

Components affected : survival and fertility costs of reproduction

The separation of the costs of reproduction in "survival cost of reproduction’ and "fecundity costs of re-
production" was made early by Bell (1980) in a study of the emergence of semelparity, as evolved from
iteroparity in organisms encountering various costs of reproduction. Most empirical studies however focus
mainly on one these costs like (Tavecchia et al., 2005) on survival cost and (Bell et al., 1977) on reproduc-
tive cost.

As previously discussed, IB will incur large and immediate FC costs. Therefore the next breeding
season will be preceded by a feeding season resetting the FC. Such costs will be immediate survival costs.
The reserves of CB will allow them to reduce such an immediate survival risk, but will generate delayed
reproductive costs. Indeed, the fat stored by a CB will help him buffer its mortality risk due to the current
reproductive effort, before it is able to feed again, by allowing to draw on reserves. By doing so, however,
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the CB will reduce the resources available to it for reproduction in the following periods, with the effect
decreasing with time (as the accumulation of newly acquired resources buffers the costs) and which dura-
tion is related to stor itself. Conversely, we expect the RC costs to be felt, mainly at old ages, especially
for organisms on the slow side of the SFC, on both fertilities and survivals .

Our reasoning with regards to the determining effect of life history strategies on costs of reproduc-
tion, seems consistent with a review from (Hamel et al., 2010) whereby fast-living small rodents (like the
bank vole) demonstrate higher immediate survival costs and lower reproductive costs of reproduction than
long-lived ungulates. The model their propose to analyze such data predicts that the level of the costs to
pay on survival or fertility depends on the variance of the fitness component for the specific life history of
the organism : fast organisms have larger variance on survival, and thus that is where it the costs should
lay. In their study however, since most fast-lived rodents are actually income-breeders, and most slow-
paced ungulates are capital-breeders, their data confirms the expectation of stronger short-term survival
costs for the former and stronger mid-term reproductive costs for the latter. On closer inspection, both
approaches can also be found to be connected: the variance inferred on the allocation towards current
survival for an income-breeder by reproductive effort is much higher than that of a capital breeder since
the latter can buffer this variance and pass it on towards reserves to be used for future reproductive efforts.

Importance of the reproductive effort schedule

Reproductive efforts consists of all expenditures required to turn food into independent mature offspring.
In most species they obviously consist in efforts made around production of offspring. In this case, costs
of reproduction are often equated with costs of reproductive success. And indeed most studies focus on
breeding success, since it is both a central component of reproductive effort and relatively easy to observe.
However studying survival costs of reproduction in the black-legged kittiwake, Aubry et al. (2011) have
shown that breeding attempts was a better predictor of future survival than clutch size, brood size or
breeding success.

In many species, reproductive efforts have to be made long before birth, via the onthogenesis of the
reproductive system, and also other secondary sexual characters are such cases, such that physiological
costs of reproduction are sometimes paid long before reproduction ever occurs. In red deer, for instance,
a major component of reproductive success is the size of the young adult which directly influences its
chances of breeding. Because of the delay between this reproductive effort and breeding, these costs of
reproduction have the peculiarity of applying to survival at early ages (even before maturity): large males
have a higher mortality rates before reaching adulthood (Clutton-Brock et al., 1985).

In most species also, reproductive efforts do not stop at birth when offspring cannot feed nor protect
themselves yet. In mammals, lactation is a substantial component of the reproductive effort and (Clutton-
Brock et al., 1989) has even shown that in wild red dear (cervus elaphus) costs of gestation are slight
compared to those of lactation. All such behaviors delaying the bulk of reproductive effort after birth are
regrouped under the term of parental care. Parental care is an integral part of reproductive efforts, and
can be very costly ((van den Berghe, 1992; Santos and Nakagawa, 2012)), especially in altricial species
at the slow end of the slow-fast continuum, like humans; see (Gross, 2005) that studies the evolution of
parental care in the general framework of Williams’ principle. The importance of postnatal reproductive
efforts can be inferred from behaviors such as juvenile wastage, common to both animals (Tait, 1980) and
plants (Stephenson, 1980; Gosling, 1986)

More generally, the length of the entire reproductive process, spanning from birth of parent until long
after birth of offspring, dilates the time window of the costs, whether immediate or delayed. Introduced
in section 1.2.1, the reproductive effort schedule res(t) represents, for an organism, the time distribution
of reproductive effort required to produce one independent offspring. Such a distribution can be centered
at time of birth of offspring, in which case res(t), ¢ < 0 represent efforts produced before birth and
res(t), t > 0 post-natal efforts (characterizing res by time difference from birth of offspring is a simpli-
fication as many other parameters certainly play a role, as for instance age of parent).

As we saw, the reproductive effort schedule convolves with fertility rates by age/state f(a) to produce
the lifetime distribution of all reproductive efforts (equation 1.1). Apart from the theoretical case where
res is only non-zero at time of birth - that is when res = &y, where ¢ is the Dirac delta function - the
time distribution of reproductive efforts re will stretch wider than that of the so-called reproductive period
embedded in f. Indeed, if the reproductive effort schedule is spread far and wide before and after birth -
ie., if res > 0 for t < 0 and ¢ > 0 - the lifetime distribution of all reproductive efforts will span far wider
than the fertility schedule.

This means that if, for the production of an offspring, the reproductive effort components exerting the
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largest costs are not easily identified, it will difficult to distinguish immediate, short-, mid- and long-term
costs. As a matter of fact, if res(t) is mainly related to one specific effort - like gestation - or two major
consecutive efforts - like gestation immediately followed by lactation - it will be easier to relate reproductive
efforts and their costs and to assess the level and delay of the latter, than if res is evenly spread over time,
made of multiple small efforts over a long period of time. For a female ungulate, the reproductive effort
schedule is mainly concentrated at the level of the season, in the time window of which it, in turns, acquires
resources, then breeds, gestates, gives birth and finally feeds and cares for its offspring(s) of the year. For
such an individual, it will be possible to equate death during that season or reduced fertility in the next
season(s) with costs of that particular reproductive period. For a 35-year old human female, it is nearly
impossible to the designate, as the origin of a drop in fitness (reproductive pause, health deterioration, ...
), the complicated gestation she currently has, or the feeding of her newborn child, or even the care she
takes for her first three children that still depend on her.

1.2.2 Genotypic level of the costs of reproduction

In the previous section, we have investigated the mechanism of physiological costs of reproduction, which
occur in Stearns’ intermediate structure. If such a mechanism does not need genetic variance to occur,
genotypic polymorphism located at the genotypic level - and constituting, inter alia, the genetic costs of
reproduction(genetic variance in allocation or in an antagonistically pleiotropic gene acting on vital rates)
- may obviously still be involved. Such a genetic variance would affect, together with the physiological
costs of reproductionof the intermediate structure, the phenotypic level where costs of reproduction are
observed. A realistic population model for costs of reproduction therefore needs to be able to implement
genetic variance.

A genetic basis for physiological costs of reproduction

In the context of physiological costs of reproductionexplored in section 1.2.1 where life trajectories are
determined by the combinations of the effects of reproductive efforts on the capitals (equations 1.2 and
1.3) and the effects of the capitals on reproductive effort (the allocation process, described in equation
1.6), only two functions are dependent on the individual. First the acquisition process turning current
environmental conditions into Env(t) in equation 1.3. Second, the allocation function itself (eq. 1.5 and
1.6) which also depends on the life history strategy rc evolved by the population (with manifestations sfc
and stor among others). As a matter of fact, in section 1.2.1 discussing the intermediate structure of the
costs and in particular in section 1.2.1 describing the allocation process, we have already hinted at that
influence by calling rc the reproductive schedule evolved by the lineage of the individual, which may differ
between different lineages in the population. Therefore genetic variance in either allocation and acquisition
would have effects on the costs of reproduction (black arrows in figure 1.1).

We call allocation gene, a gene acting on the process of allocation itself, where two different alle-
les would, everything else being equal, allocate towards different level reproductive efforts. The genetic
variance in such an allocation gene would generate a gradient of heritable life history strategies in the
population.

To simplify our analysis of the topology of the genotypic level of costs of reproduction, we project the
distribution of all possible reproductive schedules rc onto one of its moment, sfc , which positions the
lineage on the SFC. In other terms, we summarize the diversity of lifetime reproductive schedule into its
sfc expression. Then, the genetic variance in the allocation gene corresponds to the variance, within the
population, in the slow-fast continuum (horizontal axis of figure 1.2)

We can restrain the gradients of life-pace strategies induced by the variance in allocation to be iso-
fitness by adding another, "orthogonal" gene, the acquisition gene, acting on the acquisition of the resource
itself (vertical axis of figure 1.2). Polymorphism in this gene would generate a variance in overall fitness
in the population we call robustness (more robust individuals can acquire more resource and thus survive
and reproduce better). For the different alleles of the acquisition gene to cohabit, the effect of such a gene
need to be strongly environment-dependent with crossing reaction norms : the robust genotype in a given
environment needs to be the frail one in another, since otherwise it would quickly invade the population
(as do the "super-flies" of Reznick et al., 2000).

The addition in our model of variance in acquisition - whereby two individuals with different acquisi-
tion but the same allocation would differ in overall fitness, i.e. in investment towards both fertility and
survival - allows thus to refine our definition of the effects of the variance in allocation : two individuals
with different allocation but the same acquisition would differ in the way they allocate the same amount
of resources towards either current fertility or survival (i.e. prospective future reproduction). This hints
at the possibility to use a different set of axis to position the different allocation X acquisition genotypes
of a population : fertility and survival (diagonal axes on figure 1.2). Robust genotypes (like G1 on figure

20



Chapter 1 — General theory of costs of reproduction

robust

ion capaci

t

acquisi

frail

dow allocation strategy et

Figure 1.2: Genotypic map : 4 genotypes of a population, G1, G2, G3 and G4, are represented
on a genotypic map according to two sets of coordinates (equivalent and related by a 45° change
of basis), the allocation x acquisition corresponding to variances on the slow-fast continuum and
in robustness and the fertility x survival corresponding to relative investment towards survival
or fertility. The two sets are Genotype GI1 is the fittest (highest acquisition capacity) with a
central position on the slow-fast continuum. Genotype G2 has the same position on the slow-fast
continuum (the relative investments towards fertility and survival are the same), but is less fit
(both survival and fertility are lower in absolute terms). Genotypes G3 and G4 have have the
same, intermediary, position on the robustness axis (fitter than G2, less fit than G1) and are
therefore iso-fitness. They however differ by their position on the slow-fast continuum. G3 is
a slow organism favoring survival at the cost of fertility. G4 is fast with opposite investments.
Variance on the acquisition axis will be allowed by environmental variance but kept in check, in
the long evolutionary run, by selection. On the contrary, variance along the allocation axis will
only be limited by the extent of life history variations a population is able to sustain before it looses
the capability of interbreeding (speciation). And thus it is ultimately the latter variance which is
measured between species. Even, within species however we then expect, in general,t he variance
along the allocation axis to be larger than the variance in acquisition (ellipse shape). If it is not the
case (because of a large environmental variance for instance) the genetic costs of reproductionat
play in the population will not be detectable (van Noordwijk and de Jong, 1986; Houle, 1991)
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1.2) would invest more towards survival and towards fertility than frail ones (G2 on the figure). Faster
genotypes (G4) would promote fertility, but at the cost of survival, whilst slow ones (G3) would favor
longevity at the cost of current reproduction.

Such a mechanism with both an allocative intermediate structure and variance at the genotypic level,
we call physiological costs of reproduction with genetic basis and their overall architecture is depicted in
figure 1.1. As such trade-offs have a genetic basis, they now can evolve. Particular environments will
favor particular allocation strategies and the genotypes that have higher fitness in that environment. In
that regard, the purely physiological mechanism with no genetic basis described in section 1.2.1 can be
considered to be the result of an environment stable in a particular state for long evolutionary times.

Adding variance at the genotypic level, does not change the capital allocation mechanism at the core of
the intermediate structure. Indeed such a mechanism operates at the level of the individual not at the level
of the population. However the allocation strategies and the acquisition capabilities now vary according to
the individual’s situation on the allocation X acquisition genotypic landscape (see 1.2). Individuals of the
same lineage will have same acquisition and allocation processes, acquiring the same amount of resources
in the same environment and allocating these same capitals towards equal reproductive efforts. The only
differences in life history trajectory for such clones sharing the same environment would be due to chance.

As a matter of fact, the presence of an (acquisition/) allocation physiological process in the intermediate
structure is not necessary to generate the variance in robustness x slow-fast (as they could equivalently
be called when not referring to any physiological process) of figure 1.2.

Genetic non-allocative costs of reproduction

In the introduction, section 1.1, we called genetic costs of reproduction, the variance in genes that are an-
tagonistically pleiotropic with regards to investments towards fertility and survival. As such genes express
their variance in the various genotypes of the population, a negative correlation arises between early and
late fitness, similar to that produced by physiological costs of reproduction. This similarity in phenomena
prompts ecologists to use a common term for the mechanisms, costs of reproduction, physiological for the
latter, genetic for the former (see figure 1.3).

The genetic basis of the physiological costs of reproduction with genetic basis just encountered in section

1.2.2 is thus also, in itself, a genetic cost. However we can also, at least theoretically, construct genetic costs
that do not require any physiological allocative mechanism to occur. We call them genetic non-allocative
costs of reproduction. In such costs the pleiotropic gene would have a direct antagonistic effect on both
fertility and survival instead of directly promote one fitness component at the indirect cost of another. In
particular, genetic non-allocative costs of reproduction would not be associated with a resource or a capital
that needs to be shared amongst various functions. As such genetic non-allocative costs of reproduction
may be related to ecological costs (see introduction section 1.1). A simplistic gene which would express
itself via the coloration of the skin in a specific color attracting both mates and predators would belong to
that category.
In figure 1.3, we represent the topology of costs of reproduction we happened upon in this chapter. As we
can see from that figure, physiological costs of reproduction with genetic basisare included in the genetic
costs of reproduction. However, this is not a double inclusion inducing equality, because of the genetic
non-allocative costs of reproduction we have just discussed.

1.2.3 Phenotypic level and detectability

In this section, we discuss and analyze the effect of several parameters - chiefly the environment, its
variance, demographic variance and genetic variances - on the emergence of the costs of reproduction at
the phenotypic level, and on their detectability. A summary is presented in box 1.1.

From physiological to fitness costs : the effects of absolute level of environmental
abundance on physiological costs

Physiological costs of reproduction are deemed to occur at all times in all organisms. By definition of the
Fluctuating and Ratchet Capitals devices described in section 1.2.1, the fate of an individual will depend
on such gauges. However, parameters might dampen the propagation of the effects of capital spending
at time t to the capital itself at time ¢ + 1. This is chiefly the case for the environment with regards to
FC (see equation 1.3). If the environment is good, the FC will be easily replenished thus canceling any
effect of past reproductive effort, rendering the physiological costs not only undetectable to us, but mostly
undetectable to natural selection: such physiological costs are not turned into fitness costs of reproduction
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Figure 1.3: Topology of costs of reproduction. In order for negative correlations between early
fertility and late fitness to emerge from a population, one of two mechanisms is required, either a
physiological allocative mechanism or variance in an antagonistically pleiotropic gene (acting on
such vital rates). The first mechanism, we call physiological costs of reproduction, are represented
by the blue ellipse. The second, we call genetic costs of reproduction, by the yellow one. When
the physiological costs, laying in Stearns’ intermediate structure, also have a genetic basis, the
phenotypic level will be the output of both physiological and genetic costs. Such costs are called
physiological costs of reproduction with genetic basisand are therefore to be found at the (green)
intersection of both ellipses. Away from that intersection, we find the physiological costs for which
there is no genetic variance discussed in section 1.2.2 and the genetic costs with no allocation
process of section 1.2.2.

in the sense of Hamel et al. (2010).

For 1B, lacking the storage allowing transmission of balance of FC from one period to the next, the
environment is the main driver of reproductive life history, with the role of FC costs confined to the short
period between breeding and feeding. For CB, FC propagates the costs over to the next time-steps. If
the environment remains "good" for the length of time reserves can be stored by such an organism, these
physiological trade-offs will also not generate fitness costs. As we saw, the environment, via the effect of
FC on reproductive effort 1.5, also impacts the RC trajectories (from 1.2). However, contrary to FC, the
RC will always diminish as the organism makes reproductive efforts. Actually since good environments
are those permitting the allocation towards reproductive efforts, and since they also allow the organism
to survive until the late ages at which the RC costs are mostly felt, we would expect the latter to be as
strong if not stronger fitness costs is such conditions.

In a simple simulation, in appendix 1.5.2, we show how the absolute level of environmental abundances
drives the correlation between successive fertility realization. We also see that it is also strongly affected
by the changes in environmental conditions.

From fitness costs to detectable ones : the effects of environmental and demographic
variance at the level of the individual

Fitness costs, occurring at the level of the individual, should be observable there. However detectabil-
ity, evidently proportional to the strength of the fitness costs themselves, is expected to result from the
confrontation of two opposing forces : environmental and individual variance.

environmental variance Because of the strong dependency of the strength of the FC costs on the
environment (see equation 1.3), environmental variance will likely blur, at the level of the individual and
over time, the detectability of phenotypic costs. This is obvious for an Income Breeder, which FC costs
occurs within the time-step of the season, making IB-FC costs akin to ecological costs. But even for a
Capital Breeder, which fat reserves propagate costs from one breeding season to the next, it will be dif-
ficult to extract from reproductive trajectories, in a volatile environment, a strong signal for costs. This
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is because the capitalization of resources in RC and CB-FC buffers the costs but also the environmental
variance; thus making costs impossible to detect if the exact environmental variance, and the effect of the
environment on the allocation process are unknown. The individual would draw in such reserves when
needed, and the phenotype would reflect both the environmental conditions and the physiological costs.
Such costs are fitness costs but the changes in successive environmental conditions have to be known in
order for these fitness costs to be detectable. Otherwise the costs detected will likely be much smaller than
the underlying physiological costs really are, or even go undetected. This may seem counter-intuitive as,
without changes in the environment, all individuals would, time-step after time-step, allocate very similar
amounts of resources to successive reproductive efforts thus hindering the physiological costs; whereas
changes in environmental conditions will generate different patterns of allocation, making them seemingly
more detectable. The ambiguity is removed by saying that if the exact environmental time series is known
along with its relation to the life trajectory of the individual, then environmental variance may be consid-
ered to help reveal the fitness costs, but otherwise, and thus in general, conceal them. Moreover, as we
shall see in the next section, the assumption of constant and equal allocations in constant environment
omits the diversifying effect of demographic variance on life history trajectories.

In appendix section 1.5.2, we illustrate the effects of environmental variance and absolute level on
detectability of CB-FC costs of reproduction in a simple model that shows how the correlations between
successive reproductive efforts are raised by both parameters.

Overall therefore fitness costs will only reflect the physiological trade-offs in poor environments where
scarcity of acquired resources means some functions may have to be drastically reduced or even shut down.
And they will only be detected if this "poor" environment remains relatively constant over time. Indeed,
if not controlled for, environmental variance conceals the costs. To the contrary, in the particular cases
where both the environmental time series and the environment’s exact effects of the costs are both known,
fluctuations can increase detectability of the costs. However, we expect individual stochasticity to perform
much better as a revealer of costs of reproduction.

Individual stochasticity To the contrary, at the level of the individual (or rather the genotype)
detectability of the costs will be enhanced by demographic variance (also called chance or individual
stochasticity). Indeed, the process of giving birth to one offspring (and the process of surviving to the
next time-step) is subject to individual stochasticity : even if the capitals are large enough to be able to
produce a reproductive effort aRE, random events (external, internal to the organism) may reduce the
allocation (RE(t) < aRE(t) or even prevent it (RE(t) = 0), transferring back the unused budget to the
capitals.

As we just saw, for individuals of the same acquisition X allocation genotype (clones), sharing the same
environment, and therefore the same capital levels, the costs of reproduction could only be detected, in a
cohort analysis (tracking over time individuals experimenting equal environment) if both the exact envi-
ronmental series and its effects on the individuals are known. Without individual stochasticity, a period
analysis - comparing different individuals at the level of the time-steps - would not detect any cost: all
individuals of the same genotype would have the exact same trajectories. In the general case, where the ef-
fects of the environment on the acquisition/allocation are not precisely known, it is individual stochasticity
that will generate the initial differences between clones, that will then be further propagated over lifetime,
with a snowball effect, by the costs themselves. At the level of the single time-step however, the individual
stochasticity, may have a local blurring effect akin to that of environmental variance : if two individuals
of the same genotype have by chance reached the same state with the same capitals, one may reproduce
and not the other, by chance again, thus seemingly clouding any inference of physiological costs. However,
as soon as the horizon is extended over several time-steps, individual variance is the fuel of detectability
of physiological costs at the level of the genotype, as soon as the required environmental conditions (not
too good, not too variable) are met. In summary, we predict that individual stochasticity will reveal the
physiological costs at the genotype/individual level when trajectories are observed longitudinally. At the
time-step level however the variance it generates will hinder the costs.

The difference in effects of both variances, environmental and demographic, can be better understood
by observing their level of actions. Both impact all aspects of physiological costs., However, we think,
the influence of the environment is stronger on the acquisition than on the allocation process, whilst, in
general, allocation process will be more prone to individual stochasticity than acquisition. This is because,
in general, granularity of reproductive effort (related to the mean number of offspring per season) is likely
to be higher than the granularity of FC resources (related to the number of basic FC resources acquired
per season). Moreover, the acquisition process, related to a parameter that is difficult to track precisely
(the environment), occurs before the allocation process. It therefore acts on a lever that does not directly
determine the costs (eq. 1.3 vs eq. 1.5 ), and thus environmental variance modulates and conceals the
effects of the costs. Conversely, the allocation process is related to a parameter that is easier to observe
and measure (the realization of reproductive effort, akin to reproductive success). Moreover it acts exactly
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where the costs are produced (eq. 1.5). Consequently demographic variance does not modulate the costs,
it only delays them. This prediction of opposing effects of environmental and demographic variance on
detectability with regards to FC costs is akin to the result of (van Noordwijk and de Jong, 1986) : variance
in acquisition - mainly caused in our model by environmental variance - conceals trade-offs; whilst variance
in allocation - mainly driven by demographic variance - reveals them.

As mentioned above, we expect demographic variance to play a lesser role on acquisition than alloca-
tion. This will be especially the case for organisms which granularity of reproductive effort is large, with
storage capacities and diverse and "small" sources of energy. The strength of the effect of such individual
stochasticity on the costs of reproduction is commensurate with the granularity of reproductive efforts of
the given organism, measured as gr = %ﬁ introduced in section 1.2.1 page 18. For organisms at the quan-
tity end of the quantity-quality continuum, i.e. with small granularity gr << 1, the effects of demographic
variance will be little. On the contrary, for organisms, producing offspring of very high quality, in very low
quantity - i.e., where gr =~ 1 - we expect the effect of demographic variance on detectability to be much
stronger. This is similar to the effect on variance in expected financial capital of two friends who decide
to split 1 euro by either flipping one 1 euro coin head or tails, or by flipping a hundred 1-cent coins. As a
consequence, we predict the costs of reproduction to be easier found in quality organism. The physiological
costs are not weaker for quantity organisms but there mainly driven by environmental conditions; most
individuals in the same environment will incur the same costs, therefore making them harder to emerge.
Compare, for instance, the reproductive pause (called masting) of oak trees occurring at the same time for
all trees in a patch and the reproductive pause of ungulates. In a the latter case (a quality organism) the
pause is clearly related to costs of reproduction, whilst the simultaneity of the former (a quality organism)
invites other interpretations than the costs for the reproductive behavior (see discussion and references in
section 1.2.1 p.15).

As we know, the position of an organism on the quantity/quality line is not related to the other
life-history strategy indicators - SFC, ICB and semelparity /iteroparity spectrum for instance - discussed
before. Using the wording of this article, contrary to sfc and other indicators of life history pace, the
quality-quantity indicator is not a moment of rc. Slow organisms can occupy both ends the quantity-
quality spectrum, like humans and trees, adding another dimension to the diversity of expression and
detection of costs of reproduction.

Detectability at higher levels

At the level of the population At the level of the population, individual stochasticity will here
again act as a revealer and genetic variance as a concealer of the physiological costs of reproduction. How-
ever at that level, genetic costs of reproduction will also come into play as the differences in trajectories
in the population will also result from genetic variance. Negative correlations between fitness components
would be further enhanced by the genotypic variance in allocation strategies. Therefore, it would not be
possible when focusing on inter-trajectories data points alone (comparing data between individuals, and
forsaking intra-trajectories analysis) to distinguish between the expression of the physiological mechanism
(the physiological cost) or the allocation genotypic polymorphism (the genetic cost).

Contrary to physiological costs, detectability of genetic costs will suffer from demographic variance,
as it would induce noise around the gradient of life history strategies that genetic costs establish in the
population. But most importantly, detectability of genetic costs will also depend on the environment in
a manner that is dictated by the reaction norms -as defined by Woltereck (1909) - of the allocation gene
with regards to traits survival and fertility (see firegure 1.2). If these reaction norms cross, that is, if a
relatively slow genotype in one environment is relatively fast in another, then environmental variance will
reduce the measurable negative correlations between early fertility rates and late vital rates. If they do
not cross, i.e. if the different genotypes have a consistent relative strategy (towards fertility or towards
survival) across environments, the negative correlations will not be blurred by environmental variance.

In both cases, contrary to physiological costs, there is no reason to believe that their detectability
depends on the environment being poor. Some organisms may have evolved reaction norms for the allo-
cation gene whereby, even in very favorable conditions, some alleles invest less in reproductive effort than
others. We therefore predict that short or mid-term costs that are easily detectable in relatively good
environments are more likely to be genetic costs. To the contrary, we expect such costs detected only in
bad environments to stem from the physiological intermediate structure.

Reaction norms for the acquisition gene, on the other side, are expected to cross : selection would not
allow genotypes with strong differences in fitness, consistently in all environments, to cohabit (figure 1.2).
This was discussed by Reznick et al. (2000) hinting at the fact that the "super-fleas" emerging from Spitze
(1991)’s study, dominating others in all components of fitness, were only "super" in a specific environment,
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but inferior in others. Such a genetic variance in acquisition capabilities, i.e. in robustness, will limit
and even sometimes conceal the negative correlations stemming from physiological and genetic costs of
reproduction. This is in conformation with the results from van Noordwijk and de Jong (1986) adapted
to the genotypic level by Houle (1991). More recent studies have fine-tuned such predictions. Descamps
et al. (2016) have, for instance, shown that the dependency of the relative allocation of resource on the
acquisition level - which is the case in our model where allocation depends on capitals levels themselves
depending on the acquisition - has further implications on detectability of the underlying physiological
costs.

Antagonistic pleiotropic trade-offs as "dynamic linkages". As we have just discussed, as

genotypes interact with the environment to produce phenotypes, the negative correlations (the costs) in a
given environment might become positive in another. Turning things around, instead of considering these
as functions of 2 variables (the response in the trait of one genotype in one environment) as varying trait
response to genotype in varying environments, we have also regarded these same functions as varying trait
response to the environment for varying genotypes, that is as the continuous reaction norms - expressing
phenotypic plasticity - for varying genotypes as described in (Stearns, 1989b). And we have shown that
the effects of the environmental variance on detectability of genetic costs of reproduction would mainly
depend on whether the reaction norms of the various alleles of the pleiotropic gene do cross or not. In that
approach, however, the trait tacitly referred to, is actually two traits (investment towards survival and
fertility). We have considered them to be one trait only, as the pleiotropic mechanism cause the change in
one to be compensated by an opposite change in the other.
However, we can also consider non-pleiotropic genes acting on vital rates. In that framework, the (trait,
environment, genotype) relationships discussed above become more complex as both traits have to be
considered; it becomes a function of three variables. For ease of understanding, let us consider two genes
only, one acting solely on survival, the other solely on fertility. They thus correspond to the alternatives
axis of figure 1.2 (diagonal axes). Importantly, variance in either or both genotypes will not infer negative
correlations in the population. All combinations of high and low survival and/or high and low fertility can
be found. The variance in such genes does not, therefore, constitute a genetic costs of reproduction. How-
ever, if reaction norms of both genes cross, negative correlations may appear in changing environments.
Indeed, individuals with low fertility and high survival in an environment would then have opposite fea-
tures in another. If environmental conditions shift over time, the cohort study of these individuals will
exhibit apparent costs of reproduction. In a theoretical study of phenotypic plasticity, Stearns (1989a) has
investigated how the shapes of such reaction norms, in particular when they cross, can seemingly lead to
trade-offs. Because they lack any repartition mechanism (either allocative in the physiological intermediate
structure, or pleiotropic at the genotypic level), Stearns refuse them the status of trade-offs, and suggests
to call them "dynamic linkages". We predict this to have strong implications on the detectability of costs
at the population level. If detectability is increased when environmental variance seemingly increases, the
costs detected are likely to be "dynamic linkages". In the opposite case, they are likely to physiological
costs which detectability is impaired by high environmental variance. Finally, if the strength of the costs
detected varies very little between different environments, the negative correlations are likely to be due
genetic costs with relatively constant reaction norms.

As a conclusion, forsaking "dynamic linkages", the level of the population is a battleground, whereby
both physiological costs and genetic costs are deemed to coexist. The population level is therefore the
ideal level at which to study the interactions between physiological and genetic costs. Because of the
effects of environmental variance on the former at the level of each individual/genotype, and of acquisition
heterogeneity on the latter between individuals/genotypes, the combination of both costs in the population
may not result in negative relations between early fertility and late fitness. Even if it does, it will be hard
to disentangle the effects due to each cost unless individuals are tracked through life and costs appear in
particular environmental conditions; for instance in conditions known to be good for the studied species
(genetic costs), or only in conditions known to be poor (physiologial costs).

Between populations Whereas variance in acquisition is kept in check by selection, the iso-fitness
variance in allocation can extend (figure 1.2). Over evolutionary time, as the differences in evolved life his-
tory strategies in the population have grown large, and since, for instance, the population is large enough
for different locations to sustain different environments favoring different life history strategies, specia-
tion will occur. The differences, larger still, in environments encountered by the split populations will
further increase the variance in allocation strategy at this inter-population level (see figure 1.4). Within
each population, there will be variance in acquisition, as allowed by the local environmental variance, and
variance in allocation around the central strategy evolved by the species. Between populations however,
the differences between the mean strategies evolved by each species given its mean local environment, will
predominate, making the costs of reproduction easier to detect at the inter-population level than at the
intra-population one.
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We can simply formalize this by applying to the environmental variance the law of total variance to such
a system : Var(Env) = E(Var(Env|Pop))+ Var(E(Env|Pop)), where Pop designates the population an
individual belongs to, Env is a multidimensional vector characterizing the environmental conditions. The
first component of the sum therefore computes the mean (over all populations) of their internal environmen-
tal variance. It is the intra-population variance 032,;,., = E(Var(Env|Pop)). The second component is the
variance of the populations’ mean environments, the inter-population variance : 02,,,, = Var(E(Env|Pop).
And thus Var(Env) = 03,rq + Oogter - Tintre corresponds to short term variations of the environment,
at the level of the population, that will generate variance in acquisition at the level of the physiological
costs. o2,,., corresponds to settled differences in environments between population to which life histories
have adapted. Such a variance will translate into a gradient in allocation strategies at the genetic costs
level. And thus we can display both variances along the allocation and acquisition axes of the genotypic

map (figure 1.2). The detectability of inter-population costs of reproduction, wz)ill depend on the ratio of

2
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intra-population variance to total environmental variance as 1 = Var(Env) + Var(Enoys -6 o1 the ratio of

dimensions, on the genotypic map, of the grouping of all individuals (fig 1.2).

We would expect the various species of a "comparative method" study to have adapted to environments
that are more diversified (between the species) than they are fluctuating (within each species), all the more
so if the species are phylogenetically very distant. Statistically, this means we expect the variance in mean
environments o2,;., to be larger that the intra-population variances 02,,,,, thus generally avoiding the
type II statistical error of rejecting the existence of the genetic trade-offs (Ufntw) because of a large 02 ;...
As a matter of fact, in the literature, most demonstrated trade-offs stem from interspecific "comparative
data" analyses, whilst negative correlations often fail to emerge from intraspecific studies. This was, in the

case of the quantity-quality trade-off, demonstrated by Bernardo (1996) and Christians (2000).
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Figure 1.4: Inter-population genotypic map : we depict the position of several populations, P1,
P2 and P3, on the acquisition x allocation genotypic map. Each population will have an acqui-
sition variance related to its environmental variance. Its mean position on the allocation axis (or
slow-fast continuum), on the other hand, is an adaptation related to the mean environment this
population has evolved in (P1 is a slower organism than P2, itself slightly slower than P3). At
the level of the inter-population study, the variance in allocation is therefore akin to the variance
in mean environments between population, whereas the the variance in acquisition is associated
with the mean of the intra-population environmental variances. Thus we expect such a study,
if the populations studied are distant enough in the tree of life or adapted to different enough
environments, to display a larger variance in allocation than in acquisition and consequently to
make the genetic costs detectable, whereas it may not be the case for the populations of the study
themselves (here for instance P2 has a larger variance in acquisition than allocation)
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Table 1.1: Summary of detectability patterns for physiological genetic costs of reproduction

Physiological Costs are - revealed in bad and concealed in good environments
- revealed by demographic variance in longitudinal analysis
- concealed by environmental variance if fluctuations are not con-
trolled for
= important at the individual/genotype level (only cost there), together with
Genetic costs at the population level, but loses importance in interspecific studies

Genetic Costs are - revealed by variance in allocation gene (related to mean envi-
ronment encountered by population over evolutionary time).
- concealed by variance in acquisition or robustness gene (allowed
by environmental variance)
= irrelevant at the level of the individual/genotype, important at the population
level together with Physiological costs, primordial in interspecific studies

Detectability and phenotypic plasticity. The difference in detectability in populations and
between species may be related to the seemingly irreconcilable positions taken by Waddington (1953) and
Wright (1931) and Waddington on genetic/evolutionary effects of phenotypic plasticity, as disentangled
by (Stearns, 1989b). Wright saw phenotypic plasticity as "reducing the amount of genetic change in evo-
lution", Waddington saw it as "creating more opportunity for genetic change'. As elegantly proved by
Stearns, those views "only vary because they apply to different time scales and evolutionary situations".
Stearn’s synthesis is consistent with our approach where at the population level, the allocation gene has
limited variance around the strategy evolved by the species, but the flexibility of the physiological allocative
process buffering environmental variance at the horizon of the organism’s longevity generates phenotypic
plasticity. At the taxa level, wide changes in environments will have fixed very different allocation geno-
types across populations thus effectively transferring the mechanism generating the phenotypic plasticity
from the intermediate structure to the genetic level.

Detectability in nature

When working at the level of the individual trajectories, the physiological costs of reproductioncosts are
indeed, as expected, detectable. This is demonstrated by many studies on birds using brood manipulation
(see, for instance, Boonekamp et al., 2014; Dijkstra et al., 1990). When manipulation of the reproductive
effort - artificially generating individual stochasticity - is not feasible, it is still possible to inflect the allo-
cation by worsening the environment, modifying environmental abundance, as Maynard-Smith did when
studying costs of reproduction in Drosophilia (Maynard Smith, 1958).

Most studies however focus on the level of the population, where theory expects the physiological costs
of reproductionand genetic costs of reproductionto be hindered, in their producing of negative correlations
between early fertility and late fitness components, by environmental variance and genotypic acquisition
variance (i.e. robustness heterogeneity). On aggregate at the level of the population, this may even induce
a positive correlation whereby individuals - as robust ones gradually take over frail individuals in successive
age classes - seem to actually benefit from reproduction , as in (Hamel et al., 2009), a phenomenon known
as selective disappearance or frailty effect.

As expected as well, the physiological costs of reproductionare less easy to detect in "good" environ-
ments; for instance in captivity (Tarin et al., 2014; Ricklefs and Cadena, 2007; Kengeri et al., 2013) or in
environments that are clear of evepidemics (Garnier et al., 2015) or not cold or dense enough (Tavecchia
et al., 2005; Hamel et al., 2009). On the contrary, studies comparing different populations or species do
display negative correlations, as the different populations have evolved different mean allocation strategies,
adapted to different environments and life histories; as for lizards in (Tinkle, 1969). Charnov (2002)’s clas-
sification of life history using dimensionless indicators illustrated by "life-history cube" can be interpreted
as a theoretical proof of the interest of between-clades comparative studies in order to detect physiological
or genetic trade-offs.

28



Chapter 1 — General theory of costs of reproduction

1.3 Models : Towards an evolutionary model for physiolog-
ical trade-offs with genetic basis

In this section, we first relate the two main trade-off mechanisms, physiological trade-offs (occurring
continuously at the level of individuals) and genetic trade-offs (which are negative correlations between
pair of traits at the level of the population) to two families of models, Agent-based and Matrix projection
models. We then show that these model properties can be combined, thanks to the development of what
we call Multitrait Population Projection Matrices (MPPMSs), in order to model physiological trade-offs in
an evolutionary context. Thereafter we hint at a way to incorporate, in an MPPM, the various components
of physiological and genetic costs of reproduction as defined and described in 1.2.

1.3.1 Existing models implementing different aspects of costs of repro-
duction

Two main type of models are adapted to model the two main types of cost of reproduction we have brought
to light: physiological costs of reproductionand genetic costs of reproduction.

Individual Based Models for physiological costs

As already mentioned in the introduction, the cumulative acquisition/allocation process of physiological
costs of reproduction, working at the level of the individual, of physiological costs of reproduction, can
be modeled via Individual-Based Models (IBM also called agent-based models) that track each specific
individual during every step of its life-history. See for instance an agent-based model for the costs of
reproduction in ungulates by Proaktor et al. (2008) and another one investigating the implications of
acquisition-dependency of resource allocation by (Descamps et al., 2016).

Individual-based models or microsimulations as they are known in demography, can indeed account for
such allocative costs by implementing, at the level of each individual, specific allocation and acquisition
processes that are functions of the environment and the acquired and stored resources. They also make
it possible to incorporate heterogeneity classes in the population. The levels - for an individual - of its
Ratchet and Fluctuating Capitals (defined in section 1.2.1) would, along with its age and other life-history
traits, define its individual state. The output of such a model consists in the stochastic response, that is
the new state of the individual and its offspring, to the different random processes affecting the organism’s
life history. Among such processes, in the case of an IBM modeling costs of reproduction, would one find,
at least, an acquisition process (the process turning a genotype in a given environment into Env(t)) and
most importantly an allocation process, as for instance the one defined in equation 1.5.

Generating many runs, over long running times for given or stochastic environments, an individual-
based model will provide expectancy and variance of many demographic parameters. Thanks to their
level of details, such models are more precise and more flexible population projectors than matrices (Van
Imhoff and Post, 1998). But, contrary to matrices, projecting the population as a whole, they find it very
difficult to demonstrate the generalization of simulation results and to qualitatively ponder the weights
of the various parameters that influence the population fitness (Caswell and John, 1992). Sensitivities
and elasticities, measuring the effects of any vital rate on any individual demographic measures (net
reproductive rate, reproductive value) and any population asymptotic measure (growth rate, abundances)
that are at the core of evolutionary demography are population projection matrices’ bread and butter
(de Kroon et al., 1986; Caswell, 2001; van Tienderen, 2000).

Population projection matrices for genetic costs

Matrices are the ideal tool to model genetic costs of reproduction, as their elementary elements are the
vital rates for a given genotype and environment. These matrices, whether modeling age-structured (Leslie,
1945), stage-structured (Lefkovitch, 1965) or size-structured (Usher, 1966) populations allow to project the
population over any amount of time-steps. Most importantly, in evolutionary demography, they allow to
calculate the asymptotic growth rate, abundances and reproductive values of each state (i.e. class or
category) of the population and the sensitivity of these ergodic measures (Caswell, 2001, 1978; Demetrius,
1969). Such models are used to investigate how the life-history parameters (chiefly fertility and survival
rates) can optimize fitness (measured via the net reproductive rate or the population growth rate) when
constrained by genetic trade-offs like the genetic costs of reproduction. This has been used, for instance,
in order to understand in what conditions semelparity can evolutionary emerge and fix (Bell, 1980; Cole,
1954).
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Optimality theory Conversely, turning the argument around and considering that the category-
specific vital rates observed for a population are the manifestations of an Evolutionary Stable Strategy
(Parker and Maynard Smith, 1990), some authors then use matrix models to deduce the constrains be-
tween various traits influencing fitness. Population projection matrices are useful model for structured
populations as they enable easy sensitivity and elasticity analysis of ergodic growth rate A (the maximal
eigenvalue of the matrix) to vital rates (the entries of the matrix) as shown by Caswell (1978). Considering
this ergodic growth rate - taken as fitness - to be (locally) optimal implies that vital rates changes are
constrained by their sensitivity values, and that a positive change in, say, fertility at age «, f(a) would
infer a negative change in survival at age 3, s(3), with the ratio of changes (i.e. the constrain) equal to the
ratio of sensitivities : %/afﬁ; (see Caswell, 1984, 1982c; Van Tienderen, 1995, for detailed analysis).

Quantitative genetics approach Such optimization models, revealing genetic trade-offs inherent
to particular life histories, appear very similar to the quantitative genetics approach. Indeed, the variance-
covariance genetic matrix G on vector of traits tr = [’; Eg)) } is such that the generation change in the mean
value of these traits is given by d;—t’" = G.V where VA = {Zi//szﬁ;] is the vector of selection gradients for
the traits or, in evolutionary demographic terms, the vector of sensitivities (Lande, 1982). At ESS, % =
and thus G is a function of the ratio of sensitivities: 3% 525 used in optimality theory. A complete
comparison of the evolutionary optimality theory and quantitative genetics approaches was performed by
Charlesworth (1990). He demonstrated that "under suitable conditions (including weak selection), useful
approximate formulas for the relations between the functional constraints and the additive genetic variance-
covariance matrix can be derived [which]... can be used to show that the conditions for equilibrium under
selection according to the two different approaches are approximately equivalent".

Extension of matrix models to stochastic matrix models Even though population-based
and using mean population vital rates as inputs, matrices are still a model of choice when asking the
consequences, at the level of the population, of environmental stochasticity (Tuljapurkar, 1990a, 1986b;
Tuljapurkar et al., 2003; Tuljapurkar, 1989) and individual stochasticity (Caswell and Sdnchez Gassen,
2015; Engen et al., 2005a; Lande et al., 2003; Shpak, 2007; Shpak et al., 2013; Vindenes et al., 2008).
Indeed, the field of evolutionary demography does not concern itself with the fate of particular individuals
in a population, or with the effect of a specific segment of an environmental series. As its name indicates,
it focuses on evolution, and therefore on evolutionary time windows and on the level on which evolution
is at work : the population. However, it still needs to account for the long-term and population-wise
effects of individual and environmental stochasticity. Specifically, their contracting effect on the population
stochastic growth rate (taken as fitness), as demonstrated by Tuljapurkar (1990a) and Engen et al. (2005a),
is of primordial importance to evolutionary demography. We shall exhibit, in chapter 3, how matrix models
can yield such quantities.

Two irreconcilable models for two irreconcilable costs ?

It is clear from the inspection of these models, that the differences between physiological and genetic costs
of reproduction in core mechanisms, evolvability, detectability, action time horizon are reflections of a
deeper, ontological, difference in concepts and principle that seem hard to reduce and which is further
echoed by the very different modeling approaches (Peck, 2004).

Whether two sides of the same coin, or orthogonal processes, physiological and genetic costs of reproduc-
tionare nonetheless, albeit theoretically, able to co-exist as demonstrated by the conjectural construction
of physiological costs of reproduction with genetic basis. In that case, they certainly also interact with one
another. Is one cost the cause, the consequence of the other one ? Do they have concurrent or opposite
effects on phenotypical correlations, on they own mechanisms ? In order to advance towards the answers
to such fundamental questions for costs of reproduction and senescence in particular and life history theory
and trade-offs in general, we need to be able to build a model fit for evolutionary demography and thus
genetic trade-offs, but with a narrower scrutiny level than a basic projection matrix, that would allow to
get closer to the individual level and be able to implement physiological trade-offs between traits.

Simply put, we need to develop matrix models that are almost individual-based. This can be done
via the addition of (potentially numerous) additional traits to basic age or stage-structured matrices in a
framework we call multitrait matrices.

1.3.2 Towards an implementation of physiological costs of reproduction
with genetic basis in a multitrait framework

Most matrix models indeed project populations where organisms are characterized by one (Lefkovitch,
1965; Leslie, 1945; Usher, 1969) sometimes two (Goodman, 1969; Rogers, 1966) but very rarely more
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traits. The very recent development of methodologies to develop models with arbitrarily high number
of states — called ’hyperstate matrices’ by Roth and Caswell (2016) allows to create models with a great
level of scrutiny, whilst still retaining all the evolutionary demography features of simpler matrices. In
chapter 2, where we call such matrices Multitrait Population Projection Matrices (MPPMs), we develop
an alternative construction method with computational complexity in mind. Most importantly we develop
tools that enable to make sense of dynamic and evolutionary role of the traits (hence the name Trait Level
Analysis) and therefore of the trade-offs connecting them (chapter 2).

In this section, we investigate how the general physiological costs depicted in section 1.2.1, possibly
with a genetic basis described in section 1.2.2, are to be incorporated in an MPPM M ; or more precisely
in a suite of MPPMs M®, where e € £ the set of all possible environments for the studied population. In
some cases, where environmental variance is not deemed central to a particular study, one may focus on
the sole M®, the model for the mean environment, simply noted M . In order to do this, three families of
traits will be incorporated into the model. First B the basic trait(s) that best determine the life history
of the organism. Second G the genotypic traits that will allow to implement hidden heterogeneity and
in particular the genetic costs of reproduction. And third, D the family of traits enabling to incorporate
dynamic heterogeneity, and in particular the physiological costs of reproduction.

Hidden vs dynamic heterogeneity

By segregating components of categorization of an organism as being corresponding to either hidden het-
erogeneity or dynamic heterogeneity family of traits, we follow an important dividing line in life history
theory. Individual heterogeneity, pervasive in most organisms and corresponding to the "variation observed
in a trait among individuals within a given population" (Plard et al., 2012) is major determinant of popu-
lation dynamics (Bjgrnstad and Hansen, 1994). It is decomposed in two components.

First, Hidden heterogeneity, which accounts for "fixed at birth" heterogeneity - also called, when focusing
on survival, "frailty" or "robustness" - is the expression of differences in individuals that are unobservable
directly, and only inferred via the alleged effects on vital rates. Hidden heterogeneity thus corresponds,
among other things, to differences in genotype(s) (epigenetics and early environmental effects are other
determinants of hidden heterogeneity). In the context of costs of reproduction, hidden heterogeneity relates
to genetic costs of reproduction (the variance in allocation genotype) and to the variance in acquisition
genotype we call, for that reason, variance in "robustness".

Second, dynamic heterogeneity characterizes the differences arising between individuals (of the same
genotype) as their life-trajectory unfolds. It is a product of individual stochasticity, another name for
chance, the ’invisible hand’ behind the differences in life history trajectory that can occur between two
clones in the exact same given environments. In the context of costs of reproduction, it corresponds to the
stochastic component of physiological costs of reproductionrelated to the granularity of reproductive effort.

Historically, this split has rarely been taken into account in empiricists’ matrix models since, in the wild,
it is particularly difficult to effects of acquired-at-birth differences between individuals and randomness of
vital rates realization. Conversely, theoretical investigations of the role of each component of heterogeneity
in evolutionary demographic models is a recent but thriving research field (see (Steiner et al., 2010; Tul-
japurkar et al., 2009; Tuljapurkar and Steiner, 2010; Caswell, 2011, 2014) for instance). chapter 3 of this
manuscript contains an example of such analysis of how these two components of heterogeneity combine
to generate the observed diversity of life-trajectories. MPPM technology, and in particular Trait Level
Analysis that we develop in chapter 2, allows to theoretically implement both sets of traits, and at the
same time to generate the equivalent model where heterogeneity is undifferentiated and individuals are
only characterized by age or another "basic" life-history-determining trait.

In the model for physiological costs of reproduction with genetic basis, the genotypic traits G correspond-
ing to hidden heterogeneity and the dynamic heterogeneity traits D corresponding to physiological costs of
reproduction thus make explicit the all-important heterogeneity in trajectories within the population. In
order to do this, however, G and D families of traits rely first on common denominators of all organisms
in the population. We call basic traits, B such characteristics that allow to define the general, central,
life-history of the studied population.

Basic trait(s)

Because age is an inherent parameter to any projection model, the basic element of our model is thus
an age-structured model, a Leslie matrix, corresponding to a specific genotype in a specific environment
(Leslie, 1945). Other "basic" traits may be added to age to constitute the basic traits suite B. In particular,
for populations in which demographic characteristics are related to biological stages (such a seed, rosette,
flowering plant, etc.) it seems largely preferable to use stage as a basic trait (Werner and Caswell, 1977,

31



Chapter 1 — General theory of costs of reproduction

see for instance); or rather to add stage to age in B as any Lefkovitch (i.e., stage-structured (Lefkovitch,
1965)) matrix can be demonstrated to actually be a age-and-stage MPPM (Lebreton, 2005). Other basic
traits, that can be strong drivers of life-history are, among others, size (Usher, 1966), sex (Pollak, 1990)
and location (Rogers, 1966).

Genetic costs and Hidden heterogeneity

Genetic costs - and more generally any hidden heterogeneity - will be implemented by adding one or several
genotypic traits in the population characterization. The genotypic trait family G may, for instance, consist
in combinations of the acquisition X allocation on the genotypic map; that is, each individual will be
characterized by coordinates (4,7) on the relevant genotypic map (see figure 1.2) corresponding to alleles
acquisition; and allocation;. More generally, G may contain positions on the robustness gradient and on
the slow-fast or any other life-history genotypic continuum. For a particular combination of genotypes g
of G, we denote Mg the relevant component of model M*®.

The implementation of the effects of the various genotypes in the model - and thus of the genetic costs
among others - will then consist in defining, for each g € G and each environment e € £, all transitions
of Mg, that is all fertility and survival rates defined on {B, D} for that particular g x e combination. For
instance, let us consider a simple model where B = {age}, D = @ and G = {g}, with age = 1,2 and
g a genotypic trait that can be worth either g1 = slow or g = fast. The genetic costs of reproduc-
tion, relative to the slow-fast gradient can be implemented by providing lower fertility rates (for instance
Mil‘l’w = Mffé’“’ < M{,“ft = M{ft) and higher survival rate (M%lffw > Mg:lft) whilst still remaining iso-

fitness (€igsmaz (Msiow) = €igSmaz(Meast))-

In a matrix model with genotypic traits, offspring cannot be expected to have exactly, and in all cases,
the same genotype that its parent. Otherwise that would imply that the various Mg are square matrices
within M€, therefore modeling totally hermetic populations. In order for the general model to make any
sense, offspring class must be able to differ from parental class. In that case, survival components of Mg
would be contained in g (g is "fixed-at-birth"), however the fertility components will be connected to other
genotypes of G, whilst still retaining the property that de g Mg = M°.

Therefore, in a population projection matrix framework, characterizing a population with genotypic
traits, or in general with hidden heterogeneity traits that are (only partially) heritable raises questions .
First, with regards to the interpretation of the ergodic state of a matrix in which different genotypes can
cohabit. Second, with respect to the relevance of extracting selection gradients from models incorporating
heredity.

Population-genetics/population-dynamics equilibria consistency One of the main feature
of all matrix models, whether one-trait or multitrait, is the asymptotic stable state towards which it leads
almost all initial population distributions (see the asymptotic analysis of multitrait models in sec.2.6.1,
p.55) for a discussion on the dynamics consequences of the general reducibility of multitrait matrices).
Once that state is reached, the proportions of individuals in each category remain forever constant. This
may seem antagonistic with the fact that, as mentioned above, amongst the various genotype sub-models
Mg, some may be fitter then others, and th